
EE 330
Lecture 3

• Basic Concepts
Feature Sizes
Manufacturing Costs
Yield

• Key Historical Developments









Wafer

• 6 inches to 18 inches in diameter
• All complete cells ideally identical
• flat edge
• very large number of die if die size is small die



Why are wafers round?

• Ingot spins as crystal is being made (dominant reason)
• Edge loss would be larger with rectangular wafers
• Heat is more uniformly distributed during processing
• Size of furnace is smaller for round wafers
• Wafers are spun during application of photoresist and even coatings is critical
• Optics for projection are better near center of image



Feature Size
Feature size is the minimum lateral feature 

size that can be reliably manufactured

Often given as either 
feature size or pitch

Minimum feature size often 
identical for different features

feature 

pi
tc

h spacing 

Extremely challenging to 
decrease minimum feature 
size in a new process



Reliability Problems
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Desired Features

Actual features show some variability (dramatically exaggerated here !!!!)



What is meant by “reliably”

Yield is acceptable if circuit performs as 
designed even when a very large number 
of these features are made

If P is the probability that a feature is good

n is the number of uncorrelated features on an IC

Y is the yield

nPY =

n
Yloge

eP =



Example:  How reliable must a 
feature be?

n=5E3
Y=0.9

5E3
0.9log

n
Ylog ee

eeP == =0.999979

ee log 0.9log Y
5E9nP e e= = =0.999999999979

But is n=5000 large enough ?

More realistically n=5E9  (or even 5E10)

Extremely high reliability must be achieved in all processing steps to 
obtain acceptable yields in state of the art processes

Consider n=5E9

20 parts in a trillion  or size of a piece of sheetrock relative to area of Iowa



Feature Size

• Typically minimum length of a transistor
• Often minimum width or spacing of a metal 

interconnect (wire)
• Point of “bragging” by foundries

• Drawn length and actual length differ

• Often specified in terms of pitch
• Pitch is sum of feature size and spacing to same 

feature
• Pitch approximately equal to twice minimum 

feature size



Feature Size Evolution
Mid 70’s 25µ

2005 90nm

2010 20nm

2020 7nm

o
463 A1010101 === − mnmµ



MOS Transistor

Active

Poly



MOS Transistor

Region of Interest
(Channel)

Gate

Source Drain

W
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Drawn Length and Width Shown



MOS Transistor

Gate

Source Drain

W
L

Actual Drain and Source at Edges of Channel



MOS Transistor

Gate

Source Drain

Weff Leff

Effective Width and Length Generally 
Smaller than Drawn Width and Length



Device and Die Costs
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Characterize the high-volume incremental costs of manufacturing integrated circuits

Example:     Assume manufacturing cost of  an 8” wafer in a 0.25µ process is  $800

Determine the number of minimum-sized transistors that can be 
fabricated on this wafer and the cost per transistor.  Neglect spacing and 
interconnect. 
Solution:

94.15$
112.5

800$
−=== E

En
C

C
trans

wafer
trans

Note:  the device count may be decreased by a factor of 10 or more if
Interconnect and spacing is included but even with this decrease, the 
cost per transistor is still very low!

(520 Billion!)
(Trillion, Tera …1012)



Device and Die Costs
2/5.2$ cmC areaunitper ≅

Actual integrated op amp will be dramatically less if bonding pads are not needed

Example:  If the die area of the 741 op amp is 1.8mm2, determine the cost of the 
silicon needed to fabricate this op amp

( ) 05$.8.1/5.2$ 22
741 ≅•= mmcmC



Size of Atoms and Molecules in 
Semiconductor Processes

o
A7.2
o
A4.5

o
A5.3

Silicon: Average Atom Spacing

Lattice Constant

SiO2 Average Atom Spacing

Breakdown Voltage

20KV/cmAir

0
A10mV/to510MV/cmto5 =

Physical size of atoms and molecules place fundamental 
limit on conventional scaling approaches



Defects in a Wafer

Defect
• Dust particles and other undesirable 
processes cause defects
• Defects in manufacturing cause yield loss



Yield Issues and Models
• Defects in processing cause yield loss
• The probability of a defect causing a circuit failure 

increases with die area
• The circuit failures associated with these defects are 

termed Hard Faults
• This is the major factor limiting the size of die in 

integrated circuits
• Wafer scale integration has been a “gleam in the eye” of 

designers for 3 decades but the defect problem 
continues to limit the viability of such approaches

• Several different models have been proposed to model 
the hard faults



Yield Issues and Models
• Parametric variations in a process can also 

cause circuit failure or cause circuits to not meet 
desired performance specifications (this is of 
particular concern in analog and mixed-signal 
circuits)

• The circuits failures associated with these 
parametric variations are termed Soft Faults

• Increases in area, judicious layout and routing, 
and clever circuit design techniques can reduce 
the effects of soft faults



Hard Fault Model

YH is the probability that the die does not have a hard fault
A is the die area
d is the defect density (typically 1cm-2 < d < 2cm-2) 

Industry often closely guards the value of d for their process

Other models, which may be better, have the same general functional form



Soft Fault Model
Soft fault models often dependent upon design 

and application

kA
ρσ =

Often the standard deviation of a parameter is 
dependent upon the reciprocal of the square root 
of the parameter sensitive area

ρ is a constant dependent upon the architecture and the process

Ak is the area of the parameter sensitive area



Soft Fault Model

( )∫=
MAX

MIN

X

X
SOFT dxxfP

PSOFT is the soft fault yield
f(x) is the probability density function of the parameter of interest
XMIN and XMAX define the acceptable range of the parameter of interest

Some circuits may have several parameters that must meet 
performance requirements

XMIN XMAX



Soft Fault Model
If there are k parameters that must meet parametric 
performance requirements and if the random variables 
characterizing these parameters are uncorrelated, then the 
soft yield is given by

∏
=

=
k

1j
SOFTS j

PY



Overall Yield

If both hard and soft faults affect the yield of 
a circuit, the overall yield is given by the 
expression

SHYYY =



Cost Per Good Die
The manufacturing costs per good die is given by

Y
CC FabDie

Good =

where CFabDie is the manufacturing costs of a fab die and Y is the yield

There are other costs that must ultimately be included such as testing 
costs, engineering costs, etc.



Example:  Assume a die has no soft fault 
vulnerability, a die area of 1cm2 and a process has 
a defect density of 1.5cm-2

a) Determine the hard yield 
b) Determine the manufacturing cost per 

good die if 8” wafers are used and if the 
cost of the wafers is $1200



Solution
Ad

H eY −=

22.0eY
-22 1.5cm1cm == •−

Y
CC FabDie

Good =

a)

b)

Die
Wafer

Wafer
FabDie A

A
CC =

( )
82.3$1cm

4in
$1200C 2

2FabDie ==
π

37.17$
0.22

$3.82CGood ==



Do you like statistics ?



Statistics are Real!

Statistics govern what really 
happens throughout much of the 
engineering field!

Statistics are your Friend  !!!!
You might as well know what will happen since statistics characterize what 
WILL happen in the presence of variability in many processes !



Statistics Review

f(x) = Probability Density Function for x

Assume x is a random variable of interest

F(x) = Cumulative Density Function for x
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Statistics Review

{ } ( )dx xfxxP
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f(x) = Probability Density Function for x

F(x) = Cumulative Density Function for x
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Statistics Review
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Statistics Review
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Theorem 1:  If the random variable x in normally distributed with mean µ and 

standard deviation σ, then                    is also a random variable that is normally 

distributed with mean 0 and standard deviation of 1.  
σ
µ−

=
xy

(Normal Distribution and Gaussian Distribution are the same)



Statistics Review

σ
µ−

=
xy

x

f

µ µ+σ

( ),x N µ σ≈

The random part of many parameters of microelectronic circuits is often 

assumed to be Normally distributed and experimental observations confirm that 

this assumption provides close agreement between theoretical and experimental 

results

The mapping                                    is often used to simplify the statistical 

characterization of the random parameters in microelectronic circuits 



Background Information

Theorem 2:  If x is a Normal (Gaussian) random variable with mean μ and 
standard deviation σ, then  the probability that x is between x1 and x2 is given 
by 

( ) ( )n∫ ∫
2 2n

1 1n

x x

x x
p = f x dx = f x dx

x

f

x1 x2

and1 2
1n 2n

x  - μ x  - μx = x =
σ σ

where

and where  fn(x) is N(0,1)



Background Information

x

f

x1 x2

xn

fn

0x1n x2n



Background Information

( )
2n

1n

x

n
x

p f x dx= ∫

Observation:  The probability that the N(0,1) random variable xn satisfies the 
relationship x1n<xn<x2n is also given by

where Fn(x) is the CDF of  xn. 

xn

fn

0x1n x2n

( )n 2n n 1np F x F x( )= −

Since the N(0,1) distribution is symmetric around 0, p can also be expressed as 

( ) ( )n 2n n 1np F x 1 F x( )= − − −



Background Information

Observation:  In many electronic circuits, the random variables of interest  are 
0 mean Gaussian and the probabilities of interest are characterized by a 
region defined by the magnitude of the random variable.  In these cases, 

x

f

-x1n x1n0

( ) ( ) ( ) ( )
1n

1n

x

n n 1n n 1n n 1n
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p f x dx F x F x 2F x 1
−
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Background Information

Tables of the CDF of the N(0,1) random variable are readily available.  It is 
also available in Matlab, Excel, and a host of other sources.  

http://www.math.unb.ca/~knight/utility/NormTble.htm



Background Information

Tables of the CDF of the N(0,1) random variable are readily available.  It is 
also available in Matlab, Excel, and a host of other sources.  



Background Information

Example:  Determine the probability that the N(0,1) random variable has 
magnitude less than 2.6

x

f

-2.6 2.60

( )np 2F 2 6 1.= −

From the table of the CDF,  Fn(2.6) = 0.9953   so  p=.9906  



Background Information

Example:  Determine the soft yield of an operational  amplifier that has an 
offset voltage requirement of 5mV if the standard deviation of the offset 
voltage is 2.5mV and the mean is 0V.

x

f

5mV0-5mV

( ) ( ) ( ) ( )
2

N N N N
-2

p = f x dx = F 2 - F -2 =2F 2 -1∫

y

fN

-2 20

x-0y = 
2.5mV

( )Np = 2F 2 -1 = 2*.9772-1 = .9544



Key Historical Developments 
• 1925,1935 Concept of MOS Transistor 

Proposed (Lilienfield and Heil)
• 1947 BJT Conceived and 

Experimentally Verified (Bardeen, Bratin 
and Shockley of Bell Labs)

• 1959 Jack Kilby (TI) and Bob Noyce 
(Fairchild) invent IC

• 1963 Wanless (Fairchild) 
Experimentally verifies MOS Gate



The MOS Transistor (Field Effect Transistor)

Drain

Gate

Source 

Initially an idea but little more !



http://www.computerhistory.org/semiconductor/timeline/1926-field.html

Lilienfeld, J. E. "Method and apparatus for controlling 
electric currents," U. S. Patent No. 1,745,175 (Filed 
October 8, 1926. Issued January 18, 1930). 
Lilienfeld, J. E. "Device for controlling electric current," U. 
S. Patent No. 1,900,018 (Filed March 28, 1928. Issued 
March 7, 1933). 
Heil, O. "Improvements in or relating to electrical amplifiers 
and other control arrangements and devices," British 
Patent No. 439, 457 (Filed March 5, 1935. Issued 
December 6, 1935). 



http://www.computerhistory.org/semiconductor/timeline/1926-field.html

Lilienfeld, J. E. "Method and apparatus for controlling 
electric currents," U. S. Patent No. 1,745,175 (Filed 
October 8, 1926. Issued January 18, 1930). 
Lilienfeld, J. E. "Device for controlling electric current," U. 
S. Patent No. 1,900,018 (Filed March 28, 1928. Issued 
March 7, 1933). 
Heil, O. "Improvements in or relating to electrical amplifiers 
and other control arrangements and devices," British 
Patent No. 439, 457 (Filed March 5, 1935. Issued 
December 6, 1935). 

1935 Oskar Heil improved MOSFET

https://www.google.com/search?q=Oskar+Heil&biw=1097&bih=568&tbm=isch&imgil=19nt7iXoiQ-
X0M%253A%253B8o3VY91vkR5qnM%253Bhttp%25253A%25252F%25252Fwww.avguide.ch%25252Fmagazin%25252Flautsprecher-made-in-ticino-martin-duerrenmatt-
perfektioniert-den-heil&source=iu&pf=m&fir=19nt7iXoiQ-X0M%253A%252C8o3VY91vkR5qnM%252C_&usg=__67U7QCOIp8tsrLWv8y_YzTy9c7I%3D#imgrc=dv9-
icif2DsZ0M%3A&usg=__67U7QCOIp8tsrLWv8y_YzTy9c7I%3D

Oskar Heil (20 March 1908, in Langwieden – 15 
May 1994, San Mateo, California) was a 
German electrical engineer and inventor. He 
studied physics, chemistry, mathematics, and 
music at the Georg-August University of 
Göttingen and was awarded his PhD in 1933, for 
his work on molecular spectroscopy.

From Wikipedia:

https://en.wikipedia.org/wiki/Langwieden
https://en.wikipedia.org/wiki/San_Mateo,_California
https://en.wikipedia.org/wiki/Germany
https://en.wikipedia.org/wiki/Physics
https://en.wikipedia.org/wiki/Chemistry
https://en.wikipedia.org/wiki/Mathematics
https://en.wikipedia.org/wiki/Music
https://en.wikipedia.org/wiki/University_of_G%C3%B6ttingen
https://en.wikipedia.org/wiki/Doctor_of_Philosophy






Figures from Heil 1935 patent

Insulated gate controls field between other two terminals



The Vacuum Tube Era 

• A major breakthrough in electronics technology
• 6+ decade life span
• Vacuum tube systems not readily affordable by all of society
• Heavy, hot, expensive, large, poor reliability, fragile

The vacuum tube (invented in 1910)

1910 to 1970 



The 5-Tube am radio



Philco PT-44

The 5-Tube am radio



The 5-Tube am radio

Schematics were simple !!

(pictures from WEB pages of images)



Lots of people supported the industry (primarily radio, later radio and TV) 
with repair shops throughout the country

The Vacuum Tube Era 

Tubes as well as resistors and capacitors had poor reliability

(pictures from WEB pages of companies)



The Bipolar Transistor (Bipolar Junction Transistor – BJT)

A solution to a major bottleneck limiting the 
development of electronics technology !

Base

Emitter

Collector

Late 1947



Naming the Transistor
From the group at Bell Labs
“We have called it the transistor, T-R-A-N-S-I-S-
T-O-R, because it is resistor or semiconductor 
device which can amplify electrical signals as 
they are transferred through it from input to 
output terminals.  It is, if you will, the electrical 
equivalent of a vacuum tube amplifier.  But there 
the similarity ceases.  It has no vacuum, no 
filament, no glass tube.  It is composed entirely 
of cold, solid substances.”



http://www.time.com/time/time100/scientist/profile/shockley03.html

William Shockley



William Shockley
He fathered the transistor and brought the silicon to Silicon Valley but is 
remembered by many only for his noxious racial views

By GORDON MOORE 

The transistor was born just before Christmas 1947 when John Bardeen 
and Walter Brattain, two scientists working for William Shockley at Bell 
Telephone Laboratories in Murray Hill, N.J., observed that when electrical signals 
were applied to contacts on a crystal of germanium, the output power was larger 
than the input. Shockley was not present at that first observation. And though he 
fathered the discovery in the same way Einstein fathered the atom bomb, by 
advancing the idea and pointing the way, he felt left out of the momentous 
occasion. 

Shockley, a very competitive and sometimes infuriating man, was 
determined to make his imprint on the discovery. He searched for an explanation 
of the effect from what was then known of the quantum physics of 
semiconductors. In a remarkable series of insights made over a few short weeks, 
he greatly extended the understanding of semiconductor materials and 
developed the underlying theory of another, much more robust amplifying device 
— a kind of sandwich made of a crystal with varying impurities added, which 
came to be known as the junction transistor. By 1951 Shockley's co-workers 
made his semiconductor sandwich and demonstrated that it behaved much as 
his theory had predicted. 

Gordon Moore



Not content with his lot at Bell Labs, Shockley set out to capitalize on his 
invention. In doing so, he played a key role in the industrial development of the region at the 
base of the San Francisco Peninsula. It was Shockley who brought the silicon to Silicon 
Valley. 

In February 1956, with financing from Beckman Instruments Inc., he founded 
Shockley Semiconductor Laboratory with the goal of developing and producing a silicon 
transistor. He chose to establish this start-up near Palo Alto, where he had grown up and 
where his mother still lived. He set up operations in a storefront — little more than a 
Quonset hut — and hired a group of young scientists (I was one of them) to develop the 
necessary technology. By the spring of 1956 he had a small staff in place and was 
beginning to undertake research and development. 

…. (in early 1957  a group of the key people involved with Shockley left and 
formed a new company named Fairchild Semiconductor …)  This new company, financed 
by Fairchild Camera & Instrument Corp., became the mother organization for several dozen 
new companies in Silicon Valley. Nearly all the scores of companies that are or have been 
active in semiconductor technology can trace the technical lineage of their founders back 
through Fairchild to the Shockley Semiconductor Laboratory. Unintentionally, Shockley 
contributed to one of the most spectacular and successful industry expansions in history. 
Editor's note:

In 1963 Shockley left the electronics industry and accepted an appointment at 
Stanford. There he became interested in the origins of human intelligence. Although he had 
no formal training in genetics or psychology, he began to formulate a theory of what he 
called dysgenics. Using data from the U.S. Army's crude pre-induction IQ tests, he 
concluded that African Americans were inherently less intelligent than Caucasians — an 
analysis that stirred wide controversy among laymen and experts in the field alike. 

(Fairchild was formed in 1957 – Moore and Noyce were 2 or 8 co-founders)



End of Lecture 3
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