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A 1.5-V, 1.5-GHz CMOS Low Noise Amplifier

Derek K. Shaefferstudent Member, IEEEand Thomas H. Leeylember, IEEE

Abstract—A 1.5-GHz low noise amplifier (LNA), intended for  CMOS, which is rarely cited but nonetheless of fundamental
use in a global positioning system (GPS) receiver, has beenimportance in establishing the limits of achievable noise per-
implemented in a standard 0.6xm CMOS process. The amplifier - t5 mance. In Section IV, noise figure optimization techniques

provides a forward gain (S21) of 22 dB with a noise figure of only . . . . . -
3.5 dB while drawing 30 mW from a 1.5 V supply. In this paper, '€ discussed which permit selection of device geometries to

we present a detailed analysis of the LNA architecture, including Maximize noise performance for a specified gain or power
a discussion on the effects of induced gate noise in MOS devicesdissipation. In addition, numerical examples, employing the

Index Terms—Amplifier noise, induced gate noise, low noise analytica! techniques developed in this paper, illustrate SC?me
amplifier, microwave amplifier, MOSFET amplifier, noise figure, of the salient features of the LNA architecture. |mp|ementat|0n
random noise, semiconductor device noise. details are discussed in Section V, while Section VI presents

experimental results.

|. INTRODUCTION ll. RECENT LNA RESEARCH

RADIO frequency designs are increasingly taking advan- \yany authors have investigated LNA techniques in the
_tage of.technology advances in C,MO_S that make poss@go MHz-2 GHz frequency range. Table | summarizes the
the integration of complete communications systems. AS Al its of several recent studies dating from 1991-1996. This
example, global positioning system (GPS) receivers emplgy, e pas representative results from various process technolo-
extensive digital s|g_na| processing to perform acquisitioes ang architectures. While the literature is full of examples
tracking, and decoding functions. The use of CMOS tecliz| N work in GaAs and bipolar technologies, there are few
nologies for |m_pIementat|on of the front end electronlc.j 'Bxamples of CMOS studies. The four references shown here
a GPS system is therefore attractive because of the promise,of i only ones of which we are aware. In addition, despite a
mtegrat!ng the V\_’hOIG §ys'tem on a smgle chip. . ._long history of LNA work in GaAs and bipolar technologies,
The first step in achieving this goal is to_test the_s_una_lblh ese papers report a wide variety of noise figures, power
of present-day CMOS for the task of low noise amplification afisqinations, and gains. The remarkable spread in published
multigigahertz frequencies. Received GPS signal power levely, jis seems to suggest that a rational basis for the design
at the antenna are aroundl130 dBm, and this low level ¢ yhoqe ampliifiers has not been elucidated. However, by

degrades further in the presence of physical obstructions sUch nining these results from an architectural viewpoint, some
as buildings and trees. Hence, a good amplifier is critical fgl;der emerges.

enabling robust performance in obstructed environments. In the design of low noise amplifiers, there are several com-

One possible threz_it to low nois_e operation is the Welllﬁon goals. These include minimizing the noise figure of the
documented, but relatively unappreciated, excess thermal Nl jiier, providing gain with sufficient linearity—typically
exhibited by submicron CMOS devices [1]-[4]. This N0iSGeaqred in terms of the third-order intercept point, IP3—and
is believed to arise from hot electron effects in the Presengeiding a stable 52 input impedance to terminate an

of high electric fields. Despite this excess noise, recent WOy nown length of transmission line which delivers signal
has demonstrated the viability of CMOS low noise amplifierﬁom the antenna to the amplifier. A good input match is

(L_NA,S) at frequepcies aroun_d 900 MHZ [5]_[?]' AS Weeyan more critical when a preselect filter precedes the LNA
will show, CMOS is also a suitable medium for implementpoca 56 such filters are often sensitive to the quality of

ing @ GPS receiver, which must receive signals centeredalir terminating impedances. The additional constraint of low

157542 G_HZ' _ power consumption which is imposed portable systems
To provide some background, Section Il presents a Rirther complicates the design process.

view of recent LNA work in various technologies in the With these goals in mind, we will first focus on the require-

900 MHz~-2 GHz frequency range. A thorough mathematicgon of providing a stable input impedance. The architectures
treatment of the LNA architecture that we have chosen jis tapie | can be divided into four distinct approaches, illus-

presented in Section III. It is our hope that this treatmeRtya in simplified form in Fig. 1. Each of these architectures
will be useful as a guide in future design efforts. In pursum&ay be used in a single-ended form (as shown), or in a

this goal, we will consider the effect of induced gate noise Gitferential form. Note that differential forms will require the

use of a balun or similar element to transform the single-ended
Manuscript received August 20, 1996; revised November 24, 1996. _signal from the antenna into a differential signal. Practical

The authors are with the Center for Integrated Systems, Stanford Universit . . . .
Stanford, CA 94305 USA. 9 y byaluns introduce extra loss which adds directly to the noise
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TABLE |
SUMMARY OF RECENT LNA REsuLTs

NF Gain  IP3/-1dB®  Power fo Architecture Technology Year
Author [Ref.] (dB) (dB) (dBm) (mW) (GHz)
Chang et al. [8] 6.0° 14 na / na 7 075 R-Term. 2um CMOS 1993
Karanicolas et al. 5] 2.2 156 124 /na 20 0.9 L-Degen. 0.5um CMOS 1996
Sheng et al. [7] 7.5 11.0 na / na 36 09  Shunt-Ser. FB 1um CMOS 1996
Rofougaran et al. [6) 3.5 22 na / na 21 09 1/gm-Term. 1pm CMOS 1996
Benton et al. [9] 2.7 28 na /85 208 1.6 Shunt-Ser. FB  GaAs FET 1992
Cioffi [10] 2.2 174 na / na 10 1.6 L-Degen. 1pm GaAs FET 1992

2.2 19.6 6/-3 10 1.0 L-Degen. 1pm GaAs FET
Nakatsugawa et al. [11] | 2.0 12.2 5.1/ na 2 1.9 L-Degen. 0.3pm GaAs FET 1993
Heaney et al. [12] 1.5 145 11.2/-1.1 12 1.9 L-Degen. 1pm GaAs FET 1993
Imai et al. {13] 2.5 11.5 9 / na 14 16  L-Degen. 0.3pm GaAs FET 1994
Sheng et al. [14] 5.7 7.8 239/ 11 115 1.0 Shunt-Ser. FB  GaAs HBT 1991
Meyer et al. [13] 2.2 16 6/-4 40 09 L-Degen. QUBIC BiCMOS 1994
Kobayashi et al. [16] 2.9 17.5 na / na 480 1.0 1/gm-Term. & GaAs HBT 1994

Shunt-Ser. FB

“IP3 / -1dB compression point are output-referred.
®Neglects contribution of termination resistors. See text for discussion.

s of the source impedance. Then, the noise factor is found%o be

Zin !
L, E \_’Hu s Total output noise
J ~ Total output noise due to the source
@

T Pna7i + IfTBGa . Pna,i

(b) =1 KTBG, 2+ kTBG, @)
w 5 When the ampliter terminatin is removec, the nose igore
L Lohfm\—ui expression bert):omes approximately ’ °
Prai
F=1+grsa, @
© C) where we have assumed a high input impedance relative

Fig. 1. Common LNA architectures. (a) Resistive termination, ¥ to th? spurce. From (1) an.d (2), we m"’?y Sqrmlse that a
termination, (c) shunt-series feedback, and (d) inductive degeneration. terminationless” amplifier with a 6 dB noise figure would
likely possess an 11.5 dB noise figure with the addition of the
terminating resistor. Two effects are responsible for this sharp
degradation in noise figure. First, the added resistor contributes
. . . ) its own noise to the output which equals the contribution of
_por.t to .prowdg a 502 impedance. This approach is use‘i’he source resistance. This results in a factor of two difference
in its differential form by Changet al. [8], for example. i the first terms of (1) and (2). Second, the input is attenuated,
Unfortunately, the use of real resistors in this fashion hasigading to the factor of four difference in the second terms of
deleterious effect on the amplifier's noise figure. The noigg) and (2). The large noise penalty resulting from these effects
contribution of the terminating resistors is neglected in th#tterefore makes this architecture unattractive for the more
work because an antenna would be mounted directly on tgeneral situation where a good input termination is desired.
amplifier, obviating the need for input matching. Hence, the A second architectural approach, shown in Fig. 1(b), uses

reported noise figure of 6 dB corresponds to a hypothetidB Source or emitter of a common-gate or common-base
“terminationless” amplifier stage as the input termination. A simplified analysis of the

In general, however, the LNA is driven by a source tha gm—termmanon archltecturg, . .
assuming matched conditions, yields the following lower

is located some distance away, and one must account f)%runds on noise factor for the cases of bipolar and CMOS

the influence of the terminating resistor. Specifically, WEmplifiers:
require that the amplifier possess a reasonably stable input

The first technique usesistive terminatiorof the input

. 3
impedance of approximately 30. To evaluate the efficacy of Bipolar:  F=;=176dB
simple resistive input termination, suppose that a given LNA 5
pie ! € Inpult termin ppose thata g : cMOS: F=1+2>2-22dB
employing resistive termination has an available power gain o~ 3

of G, and an available noise power at the outplt, ; due to
internal noise sources only,,, ; is, to first order, independent Evaluated af’ = 290 K.
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where = R,

Cya
ng (/V!l«*' . .(]m'U_qs [421 To
e}

o

In the CMOS expressionsy is the coefficient of channel
thermal noise,g,, is the device transconductance, apg F9- 2. The standard CMOS noise model.

is the zero-bias drain conductance. For long-channel devices,

v = 2/3 and« = 1. The bipolar expression neglects thggise is white with a power spectral density given by
effect of base resistance in bipolar devices, while the value of

2.2 dB in the CMOS expression neglects both short-channel 2
effects @ < 1) and excess thermal noise due to hot electrons A—(} = 4kTyga0 (4)
(v = 2/3). Indeed, for short-channel MOS devices,can

be much greater than one, amd can be much less thany here, . is the zero-bias drain conductance of the device, and

one. Accordingly, the minimum theoretically achieyable nois,(ye is a bias-dependent factor that, for long-channel devices,
figures tend to be around 3 dB or greater in practice.

. . ) satisfies the inequality
Fig. 1(c) illustrates yet another topology, which uses re-

sistive shunt and series feedback to set the input and output
impedances of the LNA. This approach is taken in [9] and
[14] and as the second stage in [16]. It is evident from
Table | that amplifiers using shunt-series feedback often havke value of 2/3 holds when the device is saturated, and the
extraordinarily high power dissipation compared to others witralue of one is valid when the drain-source voltage is zero. For
similar noise performance. Intuitively, the higher power ishort-channel devices, howeverdoes not satisfy (5). In fact,
partially due to the fact that shunt-series amplifiers of this typeis much greater than 2/3 for short-channel devices operating
are naturally broadband, and hence techniques which redutsaturation[1]-[4]. For 0.7.um channel lengthsy may be
the power consumption throud!C tuning are not applicable. as high as two to three, depending on bias conditions [1].
For GPS applications, a broadband front end is not required,This excess noise may be attributed to the presence of hot
and it is desirable to make use of narrowband techniguelectrons in the channel. The high electric fields in submicron
to reduce power. In addition, the shunt-series architectuOS devices cause the electron temperatiireto exceed the
requires on-chip resistors of reasonable quality, which alagtice temperature. The excess noise due to carrier heating was
generally not available in CMOS technologies. For thesmticipated by van der Ziel as early as 1970 [17].
reasons, the shunt-series feedback approach is not pursued #n additional source of noise in MOS devices is the
this work. noise generated by the distributed gate resistance [18]. This
The fourth architecture, and the one that we have usedrinise source can be modeled by a series resistance in the
this design, employs inductive source or emitter degeneratigate circuit and an accompanying white noise generator.
as shown in Fig. 1(d) to generate a real term in the inpBly interdigitating the device, the contribution of this source
impedance. Tuning of the amplifier input becomes necessany, noise can be reduced to insignificant levels. For noise
making this a narrow-band approach. However, this requinedrposes, the distributed gate resistance is given by [19]
ment is not a limitation for a GPS receiver.
Note that inductive source degeneration is the most preva- _ RoW ©6)
lent method used for GaAs MESFET amplifiers. It has also v 3n2L
been used in CMOS amplifiers recently at 900 MHz [5]. As we ] ) - )
will see, the proliferation of this architecture is no accident; Where Eo is the sheet resistance of the polysilicdt, is

offers the possibility of achieving the best noise performandg€ total gate width of the devicd, is the gate length, and
of any architecture. n is the number of gate fingers used to lay out the device.

The factor of 1/3 arises from a distributed analysis of the gate,
assuming that each gate finger is contacted only at one end. By
[ll. LNA A RCHITECTURAL ANALYSIS contacting aboth ends, this term reduces to 1/12. In addition,

We will now pursue a careful analysis of the architecture ihis expression neglects the interconnect resistance used to

Fig. 1(d) to establish clearly the principle of operation and tHg?nnect the multiple gate fingers together. The interconnect
limits on noise performance. A brief review of the standarf@n be routed in a metal layer that possesses significantly lower
CMOS noise model will facilitate the analysis sheet resistance, and hence is easily rendered insignificant.

Though playing a role similar to that of base resistance in
. bipolar devices, the gate resistance is much less significant in
A. Standard MOS Noise Model CMOS because it can be minimized through interdigitation
The standard CMOS noise model is shown in Fig. 2. Theithout the need for increased power consumption, unlike
dominant noise source in CMOS devices is channel thernit bipolar counterpart. Its significance is further reduced in
noise. This source of noise is commonly modeled as a shuilicided CMOS processes which possess a greatly reduced
current source in the output circuit of the device. The chanrgeet resistance?.

[OCR N )

<v<1L (5)



748 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 32, NO. 5, MAY 1997

Recall that the noise factor for an amplifier is definedl as

(8)

T v N Total output noise
7. My - e "~ Total output noise due to the soufce

L Lo To evaluate the output noise when the amplifier is driven by
ERRE P a 5042 source, we first evaluate the transconductance of the
input stage. With the output current proportional to the voltage
I on C,,, and noting that the input circuit takes the form of a
’ series-resonant network

Fig. 3. Common-source input stage Gm = gm1Qin = Iml
g' . p g . m m m wOCgS (RS + wTLS)

wr wr

9)

v = =
7?{1 WORS (1 + wﬁLS ) 2CUOR5

B Lo whereQ;,, is the effective) of the amplifier input circuit. In
Ly ot 1 o, R B this expression, which is valid at the series resonangeR;
M) v [ M, g and Rz, have been neglected relative to the source resistance,
R,. Perhaps surprisingly, the transconductance of this circuit at
resonance i;xdependendf g,,,; (the device transconductance)
_ % L as long as the resonant frequency is maintained constant. If
the width of the device is adjusted, the transconductance of
1 the stagewill remain the same as long &, is adjusted to
Fig. 4. Equivalent circuit for input stage noise calculations. maintain a fixed resonant frequency. This result is intuitively
satisfying, for as the gate width (and thygs,;) is reduced,
. Cys is also reduced, resulting in an increasgg, such that
B. LNA Architecture the product ofg,,,; and @;, remains fixed.

Having established the form of the CMOS noise model Using (9), theoutput noise power density due to the G0-
that we will use, we proceed to the analysis of the LNAourceis
architecture. Fig. 3 illustrates the input stage of the LNA. A AT w2
simple analysis of the input impedance shows that Sa,src(wo) = SS1’c(wO)G72n7€ff = L

el

R,

o ol

A, (1+%)2. (10)

In a similar fashion, th@utput noise power density due it

1 m
Zin = s(Ls + Lg) + + <g 1>L5 and R, can be expressed as
5Cys Cys
~wrL,  (at resonance). ) 4kT(R; + Ry w3

(11)

Sa,RuRg(wo) = )
R (1+ 25 )

At the series resonance of the input circuit, the impedanceBguations (10) and (11) are also valid only at the series
purely real and proportional td,. By choosingL, appropri- resonance of the circuit.
ately, this real term can be made equal to{hGFor example, = The dominant noise contributor internal to the LNA is the
if fris 10 GHz, a 501 impedance requires only 800 pH forchannel current noise of the first MOS device. Recalling the
L. This small amount of inductance can easily be obtainetpression for the power spectral density of this source from
with a single bondwire or on-chip spiral inductor. The gaté&), one can derive that the output noise power density arising
inductancel,, is used to set the resonance frequency alice from this source is
is chosen to satisfy the criterion of a §Dinput impedance. =

The noise figure of the LNA can be computed by analyzing ~F 4kTygq0
the circuit shown in Fig. 4. In this circui Saia(wo) = - 2

g. 4. In this circuitk; represents the (1 n M) (1 n M)

series resistance of the inductby, R, is the gate resistance Rs Rs

of the NMOS device, and; represents the channel thermairpq total output noise power density the sum of (10)—(12).

noise of the device. Analysis based on this circuit neglects tﬂ%suming a 1 Hz bandwidth and substituting these into (8)
contribution of subsequent stages to the amplifier noise figuys;ems

This simplification is justifiable provided that the first stage )
possesses sufficient gain and permits us to examine in detail . R | Ry wo

the salient features of this architecture. Note that the overlap F=1+ R, + R, + 79408 wr (13)
capacitanceCy, has also been neglected in the interest of . . .

simplicity. The use of a cascoded first stage helps to enSLWg'Ch is the noise factor of the LNA.
that this approximation will not introduce serious errors. 2 Evaluated afl” = 290 K.

(12)
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This equation for noise factor reveals several important i —l lndhuoed Ciarant
features of this LNA architecture. Note that the dominant B = G e
term in (13) is the last term, which arises from channel | ]'I'Lr
thermal noise. Surprisingly, this term fgoportional to g,o.
So, according to this expression, by reducipg without NN | :'r'
— )

modifying wz, we can simultaneously improve noise figure ——fe——t
and reduce power dissipation. We can achieve this result by
scaling the width of the device while maintaining constant
bias voltages on its terminals and leaving the channel length
unchanged. This scaling is consistent with the condition gfg' 5
constantur, which depends only on the biasltageson the
device. Lo
Recall, however, that this expression assumes that the
amplifier is operated at the series resonance of its input 9 =Y .
circuit. So, a reduction inygy (and, hence inC,,) must be - T
compensated by an increase Ir, to maintain a constant
resonant frequency. So, better noise performance and reduced

.

:":III.-:.' Chennid

Induced gate effects in MOS devices.

Clys

Vgs 7

power dissipation can be obtained by increasingdhef the v} T
input circuit resonance. +
By applying device scaling in this fashion to improve noise .
. . e . Vs Clys
performance, the linearity of the amplifier will tend to degrade T
due to increased signal levels acraSg,. However, short- ~5
channel MOS devices operating in velocity saturation have (b)

a relatlvely constant transconductance with sufficient 9 % 6. Revised gate circuit model including induced effects. (a) Standard

overdrive. This property is one advantage of implementingpresentation, as found in [20]. (b) The equivalent, but more intuitive,
LNA’s with MOS devices. Thévenin representation.

A second important feature in (13) is the inverse dependence

on w#. Continued improvements in technology will thereforgnciuding a real, noiseless conductangg, in the gate circuit.

naturally lead to improved noise performance at a giveQote that this conductance is distinct from the polysilicon

frequency of operation. resistance and is also distinct from the real term that occurs
Careful examination of (13) reveals a curious feature, howue to interaction ofC,4 with g,,, 3

ever. Although finite inductorQ’s will limit the amount A simple gate circuit model that includes both of these ef-

of improvement practically available through device scalingects is shown in Fig. 6(a). A shunt noise curr%ﬁand a shunt

(13) does not predict dundamentalminimum for F'. The conductancey, have been added. Mathematical expressions
implication is that a O dB noise figure may be achieved witfyr these sources are [20]

zero power dissipation, and this simply cannot be true. Yet,

42

the expression follows directly from the MOS noise model ty
L =4kTé 14
that we have assumed. Af 9 (14)
The conclusion can only be that our noise model is incom- w20g25
plete. 99 = om0 (15)
C. Extended MOS Noise Model whereé is the coefficient of gate noise, classically equal to 4/3

To understand the fundamental limits on noise performant® l0ng-channel devices. Equations (14) and (15) are valid
of this architecture, we must turn our attention to induced gaféen the device is operated in saturation.
current noise in MOS devices. Although absent from most (if S0Me observations on (14) and (15) are warranted. Note
not all) texts on CMOS circuit design, gate noise is givelfiat the expression for the gate noise power spectral density
detailed treatment by van der Ziel [20]. tak_es a form similar to that pf (4), which dgscnbes the dra_ln

Fig. 5 shows the cross section of a MOS device. If tH&0ise power spectral density. However, in the gate noise
device is biased so that the channel is inverted, fluctuationsS(Pressiong, is proportional tav?, and hence the gate noise
the channel charge will induce a physical current in the gafe "ot @ white noise source. Indeed, it is better described
due to capacitive coupling. This noise current can be (and 1@ "Plue” noise source due to its monotonically increasing

been) measured [21], but it is not included in the simple MORPWer spectral density. It seems mysterious that the gate and
noise model that we have used in the previous section. drain noise terms have different types of power spectra, given

A companion effect that occurs at very high frequenciessa real conductance with a form similar tg, is generated in cascoded
arises due to the “distributed” nature of the MOS device. Amplifiers due to the feedback provided @y,. This effect is also significant
- : : : frequencies approaching;-.
frequencies approaching, the gate impedance of the devicé! 4 PP R
f?'b' . ppf. mﬁr g'ft f P . | ... 40ur notation differs slightly from that found in [20], in which is used
exhibits a significant p' ase S. ! _rom Its purely capacitivgy place of 6. The use ofé avoids confusion in cases wheterepresents
value at lower frequencies. This shift can be accounted for pyC,.W/L, as is the practice in some texts on MOS devices.
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Via
Ly ﬁ R Ff{; Rg ‘|Vlf““
T+ )
R, RO CT OLZIOK

Fig. 7. Revised small-signal model for LNA noise calculations.

their common progenitor. The mystery is somewhat artificial, Having established this additional source of noise in MOS
however, because the circuit of Fig. 6(a) can be cast intievices, we are now in a position to reevaluate the noise
an equivalent, Tevenin representation as shown in Fig. 6(kjgure of the LNA. As we will see, the presence of gate noise

where establishes a lower bound on the achievable noise performance
2 of the amplifier.
A—Ejf = 4kTér, (16)
1 D. Extended LNA Noise Analysis
o = 5940 (17) To evaluate the noise performance of the LNA in the

We observe that, is now awhite noise source proportional Presence of gate noise effects, we will employ the circuit of
to a constant resistive term,. This formulation of the gate Fig- 7. In this circuit, we have neglected the effecypfunder
circuit seems more intuitively appealing because the frequerfBg assumption that the gate impedance is largely capacitive at
dependence has been removed lfoth terms. Figs. 6(a) and the frequency of interest. Equation (19) specifies the condition

(b) are interchangeable for frequencies whereghef C,; is
sufficiently large, i.e.,

)
Qc,. =22 51 (18)
wClys
or, equivalently,
w < 2gdo _ 2T (19)
Cys o

under which this approximation holds. The gate noise has been
subdivided into two parts. The firs‘@yc, represents the portion
of the total gate noise that is correlated with the drain noise.
The second;? ,, represents the portion that is uncorrelated
with the drain noise.

With the revised small-signal model in mind, we can derive
the noise factor of the LNA. A close examination of Fig. 7
allows us to anticipate the result of our analysis. As ¢hef

wherea was defined in (3) and is always less than one. Thike input circuit is increased from zero, the noise figure will
condition is automatically satisfied in all cases of practicind to improve in accordance with the earlier expression for

interest.
In addition, we can expect the coefficient of gate ndige

F. However, the impedance at the gate of the device increases
simultaneously, and hence the gate current noise will begin to

exhibit a dependence on electric field just as its counterpafgminate at some point. A minimum noise figure will thus be
~. To our knowledge, there are no published studies of tlaghieved for a particular inpup.

high-field behavior ofé.

To analyze the circuit mathematically, we can draw on

The presence of gate noise complicates the analysi& of(10)—(12) from the previous section for the drain noise and

significantly. The gate noise igartially correlated with the
drain noise, with a correlation coefficient given by [20]

c=—24_ x0.3955
Lg Ld

(20)

where the value of 0.395is exact for long-channel devices.
The correlation can be treated by expressing the gate noise
as the sum of two components, the first of which is fully
correlated with the drain noise, and the second of which is
uncorrelated with the drain noise. Hence, the gate noise'Y:

re-expressed as
2

29— 4RT8g,(1 — |c|?) + 4RTg,|c]?

Af (21)

~

Uncorrelated Correlated

Because of the correlation, special attention must be paid to
the reference polarity of the correlated component. The value

of ¢ is positive for the polarity shown in Fig. 6(a).

resistive losses. However, tremplitudesof the correlated
portion of the gate noise and the drain noise must be summed
together before thegowers of the various contributors are
summed. Doing so yields a term representing the combined
effect of the drain noise and the correlated portion of the gate
noise

4T~k
Sasiasiy . (@0) = KSui,(wo) = ——— 90 (22)
(1+5)
ere
2 2 2
5 5
= fe + |14 |dQry | — ] (23)
0 oY
wo(LS + Lg) 1
f— f— . 24
@r R, woR.Clys (24)

Note that if6 — 0, thenx — 1 and (22) then reduces to (12).
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The last noise term is the contribution of the uncorrelatddr their contributions. To surmount this difficulty, we adopt
portion of the gate noise. This contributor has the followinthe assumption that although each may be a function of bias,

power spectral density: the ratio can be expected to show less variation because
andé will likely have similar dependence on bias, given their
Saiy.(wo) = €S, (wo) = %Lﬁg(zo? (25) common progenitor. The reader is cautioned, however, that this
’ (1 + %) assumption is somewhat arbitrary; it is necessary because the
° detailed high-field behavior of andé is presently unknown.
where Modifications may be required once further research yields
502 information about these coefficients. It is our hope that, having
&= 5 (1= |c® 1+ Q). (26) made this assumption, the analysis which follows will be easily

adapted to account for the high-field naturesyadnd 6.

We observe that all of the noise terms contributed by theln preparation for optimizing the noise performance of the
first deviceM; are proportional t&5, ;,(wo), the contribution LNA, it will be useful to formulate the quantities, wr, and

of the drain noise. Hence, it is convenient to define th@r in terms of the gate overdrive voltage &f;.

contribution of M; as a whole as

A. Definition of Terms

4kTyxgao
Sa,m (wo) = XSa,iy(wo) = AR (27) To quantify these terms, a simple second-order model of the
(1 + ﬁ—f) MOSFET transconductance can be employed which accounts
) o for high-field effects in short-channel devices. Assume fhat
where, after some slight simplification has the form [22]
a2 Sa2, L= WOy Vot 32
X:m+£:1+2|c|QL 5y +H(1+QL) (28) d oa;l/satVOd_i_Lgsat (32)

. L . ith
With (27) and (28), it is clear that the effect of mduce(yv
gate noise is to modify the noise contribution of the device in Voa = Vgs — Vi (33)
proportion toy. It follows directly that
whereC,,. is the gate oxide capacitance per unit areg, is
_ 1 g wo the saturation velocity, antl,. is the velocity saturation field
F=1+ R. - R. + YXga0 ks <E> (29) strength. We can differentiate this expression to determine the

transconductance, yielding
wherey is defined as in (28). By factoring o, from the

expression fory, and noting that _ 9y %‘/od [1 —i—p/Q} (34)

m — Sy, — Me Coac
X "o, T Rk
m wr ——
== = 30 o
9a0Q1 a wol,Cys  awoR; (30)
with the definition that
we can re-expres#’ as v
od
B R " P=1o (35)
F:1+—l+—g+li<—0). (31) sat
R, R, aQp\wr where . ;¢ is the field-limited electron mobility. The term in

fuare braces i itself.
Having established an expression far we can formulate
the power consumption of the amplifier as follows:

To understand the implications of this new expression fG
F, we observe thaty includes terms which are constant
proportional toQ,, and proportional ta2. It follows that
(31) will contain terms which arproportionalto ¢, as well as V2
inversely proportionato ;.. Therefore, a minimund” exists Pp = Vaala = VddWCostatﬁ-
for a particular@, as argued earlier. od sat

(36)

Note that the power dissipation is proportional to the device
width, W. Another quantity which depends directly &# is
Qr., which has been specified in (24). Combining this equation

The analysis of the previous section can now be drawfjin (36), and noting that',, = 2W LC,,, we can relate)
upon in designing the LNA. Of primary interest is insight, Pp wi’th g 3 ’

into picking the appropriate device width and bias point to
optimize noise performance given specific objectives for gain QL = Io p* 37)
and power dissipation. Ppl+yp

To select the width ofif;, we turn to (28) and (31). Note Where
that all of the terms are well defined in these expressions,
except fory and §. Becausey and é both depend on drain Py = §Vdd’/sat58at_ (38)
bias in an unspecified fashion, it is difficult to account properly 2 wolis

IV. LNA D ESIGN CONSIDERATIONS
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Note that for the purposes of our analysi%, is a constant Noise Figure Contours for Pp,p
determined solely by physical technological parameters;

ande,,;) and design target specificatio(l,y, wo, andR.,). oot \/ B
Another factor required in the design processvis. This

can also be evaluated with the help of (34) to be "

2.5dB
0.006

Pp (W)

9m m 3 Qlle ff ‘/od 3Oépl/5at
N = == = . (39
TN G T IWLC, 2 L2 L © e

3dB

4dB

. . . . . 0.002 5dB
This expression is approximate because we are negleCtng 6dB

the gate-drain overlap capacitance. Note that proportionality to
« limits the wy that can be achieved with a given device.

0.05 0.1 0.15 02
P
Fig. 8. Contours of constant noise figure relating and Pp, for
L = 0.35um, Ry = 500, wy = 10 Grps, Vyy = 1.5 V, v = 2.5 [1],

B. Noise Figure Optimization Techniques ?2;] 5.0, |e] = 0.395 [20], ear = 1 x 10% m/s, andesar = 4.7 x 10° Vim

With the relevant quantities now defined, we can proceed
to optimize the noise performance of the amplifier. In low
noise amplifier design, determination of the minimum nois¥ »
figure is a common and well-understood procedure. Typically, P »
a small-signal model of the amplifier is assumadoriori, Plp, Pp) = ?ﬁpl(P) + Pa(p) + ol ()
an expression forf" is formed, and differentiation leads p D p3(1+”)2(1+p)
to the unique conditions for optimized noise performance.
The reader is referred to [23] for an excellent treatmeqi
of the general approach. There is a significant distinction,

given by

however, between that type of optimization and the one 5 2
which we seek to perform here. In this analysis, we seek Py(p) = (1+p)" (1+p) (1+ 2)
the conditions that guarantee optimized noise performance for

a specified fixed design parameter, such as gain or power _2|C|\/> (1+p)? 1+ )
consumption, under the condition of perfect input matching. 2

Accordingly, we fix the necessary design criteria and deter- 4
mine the appropriate small-signal modeposteriorithrough 5 ( 2) P
the optimization procedure. Because the architecture permits
selection of@);, and L, independently, a solution exists forBecauseF is a function of two variables, one can define
which the optimum noise performance coincides with the baséntours of constant noise figure jnand Pp. An example
input match. is shown in Fig. 8. To generate this plot, we have adopted
There are two approaches to this optimization problethe assumption that the ratio fto 6 is unchanged by hot-
which deserve special attention. The first assumes a fixgldctron effects. These contours give a useful indication of the
transconductancey,,, for the amplifier. The second assumesesign tradeoffs between noise figure, power dissipation, and
a fixed power consumption. To illustrate the second approagfate overdrive.
the expression forf” in (31) can be recast to make its The form of (40) suggests that optimization Bfproceeds
dependence on power dissipatidn) explicit. It is, however, by minimizing P(p, Pp) with respect to one of its arguments,
nontrivial to make the dependence @#, explicit. Fortu- keeping the other one fixed. The complexity of this polynomial
nately, the condition for constar®,, is equivalent to the will force us to make some simplifying assumptions when
condition of constantur, as is clear from (9). To maintain optimizing for a fixed power dissipation. Fortunately, the
a fixed wr, we need only fix the value op. Hence, we optimization for a fixedG,, can proceed directly from (41)
will reformulate £ in terms of Pp and p to facilitate both without further simplifications.
optimizations. 1) FixedG,, Optimization: To fix the value of the trans-
We can draw on (34), (37), and (39) and substitute into (3¢pnductanced,,,, we need only assign a constant valugto
expressions fory, Qr, andwy in terms of the relative gate The appropriate value fgris easily determined by substituting
overdrive, p. The result is that (39) into the expression fo&,,, as found in (9). The result,
which relates,,, to p, is

wolL
22 p(p, Pp) (40)
Vsat Q. = 3l/sat p(l + g)
™ 2w R, L (1+p)2°

F=1+

(42)
in which we have neglected the contributions of the gate

resistance and inductor losses to the noise factor. In this new
expressionP(p, Pp) is a ratio of two sixth-order polynomials Once g is determined, we can minimize the noise factor by
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Noise Figure Contours for GO, 2) Fixed Pp Optimization: An alternate method of opti-
2B - mization fixes the power dissipation and adjust® find the
‘” ’ minimum noise factor. The expression fét(p, Pp) is too
o \l complex inp to yield a closed form solution for the optimum
i B point. However, we can adopt a simplifying assumption and
T oo check its validity by graphical comparison. If we assume that
o Sdi p < 1, then P(p, Pp) can be simplified to
0.04 /% 6dB
P—D(1 + i) +2e|y /L p? + Lo L pt
I 5 5 Pp 5
P(p,Pp) ~ — - p - 2 @)
| |
05 4
( ’ 0L ’ ' N This expression is minimized for a fixel, when
Fig. 9. Contours of constant noise figure relati)g and GG,,,. The same 8P(p7 PD)
assumptions as in Fig. 8 apply. a—p =0. (48)
taking The solution of this equation, under the assumption ghat 1
is
P(p, P
(‘gp.[:’)D D) =0 (43) 2 PD 5’7 3 o
= —= — |1 1+ —(1+—1}|. (49
popt,PD PO |C| § + + |C|2 < + 5/7) ( )

which, after some algebraic manipulations, results in
By comparing (49) to (37), it is clear that this value foiis

2 4 -1/2 H i
Poopic = Po ﬁjgﬁ; _ P01ip {1 4 5?2} . (a4 equivalent to an optimun®;, of
5 3 6

This expression gives the power dissipation which yields theQL:OPt:PD = |C|\/; 1+ \/1 + W <1 + 5)] 3.9,

best noise performance for a givés, under the assumption (50)

of a matched input impedance. By comparing (44) to (37), W§, it is clear that the optimun®);, for a fixed power
see immediately that this optimum occurs when dissipation islarger than the optimum@;. for a fixed G,,.

_ We can now evaluate (28) and use the result in (31) to show
QL = Qropt.G = \/ 1+ 5032 > 1.87. (45) that

wo wo
Hence, the best noise performance for a given transconduc- Fnin,pp &1+ 2'4% <E> =1+ 162(@) (51)
tance is achieved at some specific ingutNote that the value
1.87 is valid only for long-channel devices. For short-channeihere the value of 1.62 is valid only in the long-channel limit;
lengths, wherex < 1, we can expect the optimuid to be the value will be somewhat larger for short-channel devices
somewhat larger. Note that if we substitutg, ..+ . into in velocity saturation.
(28), the sum of the second two terms (which are attributed toTo examine the validity of our simplifying assumption that
the presence of gate noise) exceeds unity, thus indicating tpat« 1, the noise figure is plotted in Fig. 10 for the two
the gate current contributesore noise than the drain current.cases defined in (41) and (47). Evidently, the approximation of
The @, for which the contribution of the two sources is equagb < 1 is reasonable near the optimum point, though the curves
may be easily found from (28) to be less th@g .p: .. - diverge somewhat a§; increases. Note that the simplified
By substituting (45) into (31), we determine that the miniexpression slightly underestimates the neceséatyfor best
mum noise factor (neglecting inductor and gate losses) is performance. Nonetheless, it predict$,:,,p,, remarkably
well.
4 wo Sa? Finally, Fig. 11 shows contours of constant noise figure
Frina,, =1+ 35’V<w—> le| +4/1+ By (46) relating P» and Q. These contour plots are useful for
g selecting device geometries for a particular power dissipation

> 14 1_33(&)_ and desired noise figure.
wr

The value of 1.33 is only valid for long-channel devices; ft- Discussion 0# iy

may be three to four times larger in the presence of highAlthough we have derived expressions fgy,;,, in this sec-

electric fields. tion under two different optimization procedures, the question
The constant noise figure contours plotted in Fig. 9 illustrateises as to whether the analysis has produced, indeed, the

the behavior ofGG,, for arbitrary Qy. minimum £ which can be achievefbr any architecture
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6 2
1+|c|,/% < 1.25wC,.  (52)

] Hence, the optimum source susceptance is an inductance which
7| s omw resonates with the gate capacitance at a frequency slightly
] higherthanwg. This is sufficient to specify the imaginary part
of Y,. A simple transformation can be used to put the source
admittance into a series impedance form which is equivalent at
; a particular frequency. This transformation preserves the value
B S N N N S SR S of inductance for moderate values@f thus ensuring that the

oL series resonance will occur at nearly the same frequency as its

parallel counterpart. This series equivalent corresponds to the
Fig. 10. Theoretical predictions of noise figufefor several power dissipa- 5rchitecture of the LNA.
tions. The same assumptions as in Fig. 8 apply. . . . .
Because the analysis presented in this paper assumes a series

resonance at the frequency of operation, we may conclude that

Fixed-Power Noise Figure vs. () given by

Beor = wcgs

) 25mw

T 75mw

1 10mw

Noise Figure Conlours for Pp,Qy, it does not quite yield},,;,, for a particular device. However,
oot 2B the difference in the optimum series resonance frequency
\/ and wy is only about 15%. So, we can expect the proposed
0008 architecture to possess near-optimum noise performance.
. Observe that, in our analysis, the constraint that leads to
T 2.5dB optimum noise performance is in terms of an optimgmy.
£ This optimum does not constrain the value bf itself,
o0 3dB but rather thesumof L, and L,. This degree of freedom
oo permits the optimum noise performance to be obtained while
;‘jﬁ simultaneously permitting selection df, for a good input
o ; ; . " s 6B match. So, in return for a slight noise degradation, the quality
01 of the input match is assured, which is a desirable design goal.

Evidently, this architecture exhibits the well-known tradeoff
between input reflection coefficient and noise figure. Simply
put, this tradeoff exists becaud#,,, # wCy..

On the other hand, the optimum sounasistanceis that

The difficulty in answering this question is that our opwhich balances the contributions of drain and gate noise
timization procedures identify the best MOS device for generators. In the traditional approadt, is varied to locate
fixed R, under particular design constraints (e.g., powdhe optimum. In our approach, the device characteristics are
consumption or gain). In contrast, traditional noise figuréaried, which changes the relative powers of the two noise
minimization techniques seek to determine the optimém generators. The minimum is achieved for the o_ptmum balance
for a given MOS device at a specified power level an(?f the_se two gene_rators, and_hence. the result is the Same as the

' aditional analysis. Indeed, if we fix all of the terms in (31)

though this latter approach achieves the best performance 84 evaluate the optimum source resistaficethe optimum

a particular device, the performance of the amplifier may Bgg its in the same expression fér;, as in the fixeds,,
suboptimal for other figures-of-merit (such as input reflectiognalysis. That is, the optimunievicedetermined by the fixed-
coefficient). Indeed, the traditional techniques do not aid thg,, analysis of the previous section necessarily possesses the
selection of the appropriate device geometries at all. In thgsiality that the specified?, is optimal for that particular
respect, the technigues that we have presented are more usigfuice at that particular power level.

for integrated circuit design, where the device geometry is Given that the fixeds,, analysis optimally matches the
controlled by the designer. device to the source, one is tempted to reject the second
Rptimization method (fixed?p) which results in a different
F,.;, relate to the minimun¥ of the MOS device itself? As "Opt'm“m" for Q_L' Clearly, this procedure doesot maich

the device toR, in the sense of Haust al. However, as we

proven bY H:_;\uset ?I' [23], _the m|n|r_num noise factor for 2 will show, the second method is likely to be preferred in most
MOS device is achieved with a particular source conductanggseS

when the source susceptance cancels the noise correlatiofgnsider Fig. 12, which illustrates a thought experiment
susceptance of the device. Such a condition is commomditailing several tradeoffs inherent in a constant-power op-
referred to as aonjugate noise matchA MOS device with timization. In this figure, the solid arcs represent fixed-

partially correlated gate noise has a correlation susceptalogdimizations, while the dashed arcs represent optimizations

Fig. 11. Contours of constant noise figure relatigg and P,,. The same
assumptions as in Fig. 8 apply.

But the question remains: how do these expressions
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Dpcsan: 2, Uit Finally, it is clear that the minimum noise factor improves
[ R S L2 B, N . . .
L3N - as wy increases with advances in technology. This fact,
. - e w) taken in conjunction with the experimental results of this
. T i - study, signifies that CMOS LNA's will soon achieve noise
z G --"_—.'H"ﬁ._':;“ = W performance at GPS frequencies that are largely parasitic-
o T limited, making CMOS an attractive alternative to more costly
; u-.x..’"*‘ﬂ--______ E BT —— silicon bipolar and GaAs technologies.
[ D ¥ Cptisss N
| = 3 s M, ) . )
- = T - D. A Note on MOS Noise Simulation Models
=

Rea. Oy G The preceding analysis facilitates the design of CMOS low-
qoise amplifiers using this topology. It is important to note,
%owever, that existing MOS noise models—as implemented in
circuit simulators such as HSPICE—do not adequately account
for hot-electron effects or induced gate effects. The options

where R, is modified to noise-match the given device. Sugvailable for level 13, 28, and 39 MOS models (BSIM-,
pose that we begin with a device which has been optimiz&pdified BSIM-I, and BSIM-II, respectively) do not account
using the fixeds,,, analysis for a particulaf,o, resulting in for even the most elementary of short-channel noise effects,
a device widthi¥;. Although R, is optimally matched to this Much less the more advanced considerations of the previous
particular device, superior noise performance can be obtairR&$tion. This is particularly disturbing, given that the optimal
on the same power dissipation by decreasing the device widflA design will undoubtedly be limited by the gate noise of

to W,, following the fixed?p arc. The noise performanceth® device. _ _
improves in this procedure despite the nonoptimal sourceSCMe strides have been made recently with the adoption of
resistance because; improves as the scaling is performed?he BSIM—III model. This model makgs use of an alternat_lve
This offsets the loss in noise match ur@l,, p, is reached. formulqtlon for channel the_rmal noise in wh_|ch th.e noise
At this point, the gate noise dominates the output noise BPWET IS treated as proportional to the total inversion layer

the device. So, degrading the noise match in favor of the g&ta?"9€ [24]. This is the same model proposed by Weirg].
noise permits operation at an elevateg; the net result is [4]. Short-channel effects can be included in the formulation of

the inversion layer charge, and hence in the noise power. How-
ever, even this model discounts the possibility that elevated

Of course, once the new width’, is determined, an in- carrier temperature is an important factor. The assumption of

creased source resistance can be found which is noise—matc%é@'fom; (_:ar?her tgmpetrature fatlr(:ng thz el,nt|re c(?_a?nel Iingth
to this new device. This procedure takes the design back aldigY expdag] i ef eplart_urtle Oh ? ?:0 N Isdp“? Ic |02r155 rom
the dashed arc, yielding improved noise performance unfiasured data for refatively short-channe evices [25].

Qopt,c., IS reached. However, there is a significant penalty in
G,, which is incurred by this increase iR, (recall thatG,, V. LNA | MPLEMENTATION
is inversely proportional tdk,). Nonetheless, this procedure To probe further the ability of CMOS to deliver low
could be repeated (at the expense(®f,) as long as it is npojse amplification at 1.57542 GHz, we have implemented
reasonable to increask; and decreasél’, maintaining@rz an LNA in a 0.6um CMOS technology provided through
to lie within the white region of Fig. 12. the MOSIS service (0.3%m L.;f). The only information
The question is: at what point (and at whigh,) should the ahout the technology available at the time of design referred
ultimate design be placed? Assuming that a maximum realisfiginterlayer dielectric thicknesses, sheet resistances, and dif-
R, can be specified, it seems reasonable always to desfgsion capacitances. Thankfully, the value ©f was also
the LNA to operate at),:, p,, because this design point will available, making possible a crude extrapolation from 0.8-
always possess a largét,, than its lowere) counterpart. The ;m models to provide some basis for simulation. The success
result is that the best LNA design operates & awhich is  of the implementation demonstrates that knowledge of device
differentfrom the value corresponding to the conjugate noisgpacitances is the most important factor in the design of tuned
match. A noise mismatch is tolerated in return for a higher amplifiers.
at the same power dissipation. The width of the input device was initially chosen
We conclude that the optimization procedures given hefgithout regard to the induced gate noise term because
though not yieldingl’,.;,, precisely as outlined in [23], permitthe detailed nature of gate noise was unknown to the
selection of the best device fowo constraints simultaneously: authors at design time. It will prove useful to know the
perfect input match and a specific gain; or perfect input mateiptimum width for this technology so that we can determine
and a specific power dissipation. Of these, the second setwdfether our performance is limited by the induced gate
constraints yields the best combination of noise, power, andise or by the drain current noise. From Fig. 10, the
gain. There is onlyone device in a given technology thatoptimum @ for a power dissipation of 7.5 mW (which
optimizes noise performance while satisfying either set of twamrresponds to the measurde), of the first stage of our
of these specifications for a particul&,. LNA) is about 4.5, with a corresponding,;» p, of 2.1

Fig. 12. Noise figure optimization experiment illustrating the significance
Qopt,G,, aNdQ,pt p,. Note that the curves shown represent consiit-

improved noise performance. Also note that the gdiy,,
actually improvesin this procedure.
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Fig. 13. Complete schematic of the LNA, including off-chip elements.

dB. We can immediately determine the optimum width to
be
2 —1
W]leopt,PD = gwoLCoacRsQL,opt,PD ~ 496 pm (53)

where wy = 10 Grps, L = 0.35um, C,, = 3.84mF/n?,
and R, = 50f). Because the product of and C,, re-
mains roughly constant as device geometries scale, the o
timum width as given by (53) is also relatively insensitive
to scaling. The actual width of\/;, as implemented, is
about 403 um, which corresponds to &); of 5.5, still
very close to the minimum noise figure point for 7.5 mwW
of power dissipation. Because oW, is greater than the
optimum, we expect that our measured performance will be
limited by the gate noise. Note, however, that the predictec
F neglects any contribution to the noise factor by parasitic
losses, particularly those due to on-chip spiral inductonsig. 14. Die photo of the LNA.
which influence the noise figure of the LNA. Accordingly,

tzhi zz\irgpllﬂer will possess a noise figure which is greater th?f?:ation adjustment of the bias points of; and M,. The

The complete schematic of the LNA is shown in Fig. 1§pput matching is accomplished with the aid of an off-chip

The amplifier is a two-stage, cascoded architecture. The erﬁtwork' Oft-chip tuning was required becauge the necessary
alue of L, was prohibitively large for on-chip fabrication.

of M- is tuned by a 7-nH on-chip spiral inductak,;. This v ) - . ;
inductor resonates with the total capacitance at the drain I—(g?wever, a 4-nH '”d“‘?tof was integrated on-.chlp In series
My, including C,, of Ms. TransistorMs serves as an Open_Wlth the gate ofA/;. This inductor, together with the input

drain output driver providing 4.6 dB of gain, and the amplifiepondwire inductance, reduces the matching burden of the
uses the test instrument itself as the load. Note Mathas a off-chip network. Unfortunately, it also introduces additional
gate width of about 20@m, or half of M. resistive losses which degrade the noise performance of the
Four of the inductors shownL{, Lgnd, Lyodd, and Ly,;) LNA- . o .
are formed by bondwire inductances. Of these fdurjs the A die photo of the LNA is shown in Fig. 14. The two spiral
only one whose specific value is significant in the operatidiductors are clearly visible. The input pad is on the lower
of the amplifier, since it sets the input impedance of the LNAgft corner of the die. The spiral on the left is a 4-nH inductor
Lgnq and L,,, are unwanted parasitics, so their values amhich forms a portion ofL,. The spiral on the right is a
minimized by proper die bondind.,q. aids in supply filtering 7-nH inductor that tunes the output of the first stage. The
with My, which acts as a supply bypass capacitor. Becausépirals are fabricated in metal-three, which pern@s of
large value of inductance is beneficial for this uggqy is about three to be achieved. This value(dfis typical of on-
formed from a relatively long bondwire. chip spiral inductors that have been reported in the literature
Due to the lack of simulation models before fabricatiof26]. To improve the(? slightly, the inductors are tapered so
a flexible topology was chosen which would permit postfalthat the outer spirals use wider metal lines than the inner
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Fig. 15. Measured S21 of the LNA. .
Fig. 17. Measured S12 of the LNA.
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Fig. 16. Measured S11 of the LNA. Fig. 18. Detailed LNA schematic showing parasitic reverse paths.

spirals. The goal of this tapering is to distribute the loss t It is interesting that both plots exhibit some anomalies at

. g Sbout 1.4 GHz. On the S21 curve, the gain begins to dip
yield a roughly constant loss per turn. A magnetic field solver . .
. ; Sharply, whereas the S11 plot shows a bump in the reflection
FastHenry, was used during the design of the LNA to predict .. - . P
: o . coefficient. This point is indicated by marker 2 on both
the values of inductance and the winding loss associated wi L . .
ts. An examination of the reverse gain of the amplifier

various geometries. From these simulations, we determing - . . .
: ; . . . 2) in Fig. 17 provides a plausible explanation for these
that tapering provides a slight, but welcome, increas&)in : . "
: ; agomalles. Marker 2 is positioned at the same frequency
(approximately 20%). Several inner turns were also removed . . . o )
) . ; as in the two previous plots. Note that it coincides with a
in a naive attempt to increase further. . . )
pronounced peak in the reverse gain. Indeed, the approximate
loop gain magnitude of the LNA at marker 2 is6 dB. This
value is insufficient to cause oscillation of the amplifier, but
To test the LNA, the die was mounted in a high-frequendg nonetheless substantial. Accordingly, we are compelled to
package and bonded. The measured gain (S21) of the ampliéitribute the formerly mentioned anomalies to this reverse
appears in Fig. 15. The gain has a peak value of 22 dBiatlation problem.
1.46 GHz and remains above 20 dB to almost 1.6 GHz. TheAnother feature of the S12 characteristic is a sharp null at
bandpass nature of the amplifier is evident from the plot. THe5 GHz. This null is a clue to the source of our troubles.
input reflection coefficient (S11) is also plotted in Fig. 16in Fig. 18, a partial schematic of the LNA is shown along
The input VSWR at 1.5 GHz is quite good (about 1.4) witlvith various significant parasitic capacitances. The substrate
the addition of off-chip tuning elements. of the die was connected to the lowest inductance signal

VI. EXPERIMENTAL RESULTS
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Noise Figure / S21 TABLE 1l
LNA PERFORMANCE SUMMARY

100 ‘ ‘ 00 Frequency 1.5 GHz

9.0 ) e Noise Figure 3.5dB

\ Pt >0 s21 22 dB

80 T IP3 (Output) 12.7 dBm
P
7.0 200 1 dB Compression 0 dBm

’ (Output)
60 150

NF (dB}
(ap) 128

Supply Voltage 15V
100 Power Dissipation 30 mwW
4.0 .. NF (First Stage) 7.5 mW

e

5.0

e oo o450
30 Technology 0.6sm CMOS

. 0.0 Die Area 0.12 mm
1.0 12 14 L6 18 20

Supply Voltage (V)

2.0

Fig. 19. Noise figure and forward gain of the LNA. the actual impedance level at the LNA input, as determined by
wr L. In the final amplifierwy L, was less than 5. In fact,

Third-Order Intercept (IP3) the real portion of the input impedance, before matching, was

TwoTone Test, K=1.5GHz, Fl=149GHLz about 35¢. If we assume that the 4-nH inductor possesses
‘ a () of about three, then it would contribute about 0.38to

200 s in a 352 environment. In addition, the theoretical minimum

100 /;,/fi increases to about 2.5 dB whét) is 35€2. These two effects

00 e | . ” )

o™ A therefore elevate the predicted noise figure from 2.1 dB to

0N e - oo 3.3 dB. The remaining 0.2 dB may be attributed to the second

200 / stage of the amplifier.

o A two-tone IP3 measurement was performed on the LNA

75010 / and the results are shown in Fig. 20. The two tones were

applied with equal power levels at 1.49 GHz and 1.5 GHz. The

measurement indicates-29.3 dBm input-referred third-order

intercept point ¢12.7 dBm output-referred). The linearity is

primarily limited by M3, due to the gain which precedes it.

The measured performance of the LNA is summarized in
Fig. 20. Results of two-tone IP3 measurement. Table Il

30.0

Output Power (dBm)

600 |
700 v

-80.0 -
-40.0 -30.0 -200 -10.0 0.0

Source Power (dBm)

ground, Ly,4. As shown in the diagram, this choice degrades VII. CONCLUSIONS

the reverse isolation by allowing signal currents in the output _ T

driver to couple back to the input through the large parasitic We have demon_stra_ted a low noise .ampI|f|er. n "?‘M'
capacitance of the gate inductance and its bond pad. Therecét%o,S process Wh'Ch.'s suitable as a first amphﬂer in a GPS
actually two significant paths for this to occur, opening thigceiver. Based on this result, we firmly believe .that. CMOS
possibility of cancellation at a particular frequency. Indeedf & Serious contender for the technology of choice in future

a significant phase shift along path 1 in the diagram occd’r‘@reless receiver designs. As CMOS progresses to smaller and

near the resonance df, and C,. A null in the reverse gain smaller channel lengths, driven by the digital VLSI industry,

could thus occur near this frequency. This problem could Hée performance of circuits such as.this one will continue Fo

mitigated by terminating the substrate differently or by movin prove. Based on the results of this study, we 'exp'ect noise

to a differential structure. gures of about 1.8 dB on 5 mW of_power dissipation with
The noise figure and gain of the LNA are plotted in Fig. 1§.he 0'35/”_“ (025 pm Leyy) gen_eratmn O.f CMOS.

From this plot, we can see that &, = 1.5 V, the LNA Theoretical analysis of the amplifier architecture has demon-

exhibits a 3.5 dB noise figure with 22 dB of forward gainstrated the fundamental role of induced gate noise, which

The power dissipation is 30 mW total. Of this power, onl>'/§ essential' in defining _the minimum qoise figqre. That in
7.5 mW is attributed to the first amplifier stage. The othéPany pra_ctlcal cases th'_s_ source of noise rday_n_lnatethe

22.5 mW is used to drive 52 with the open-drain output output noise of the_ amplifier unqlerscore_s the cr|_t|cal nee_d for
driver. This added power could be nearly eliminated if thinproved MOS noise models. Given the intense interest in RF

LNA were to drive an on-chip mixer rather than an oﬁ—chi&Mr?S' it isflikely that improved models will be developed
transmission line. in the near future.

Although the measured noise figure exceeds the theoretical
minimum of 2.1 dB, it is a simple matter to account for the ACKNOWLEDGMENT
difference. In particular, our theoretical predictions must be The authors would like to thank A. Jerng and R. Farjad-
modified to include the loss of the 4-nH spiral inductor, whicRad for their assistance during the design of the LNA and
contributes significantly to the noise figure, and to account f& Yang and A. C.-L. Lu for vital help in testing the LNA.
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reviewers of this article, whose insightful comments helped to resistance on the performance of MOS devic¢BEE Trans. Circuits
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