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Abstract
For high performance analog and mixed-signal products, 
production test is a significant contributor to the recurring 
manufacturing cost. For high resolution ADCs, the cost of 
build can be dominated by test cost, of which linearity test 
cost is often the largest component. This paper introduces 
a new algorithm that dramatically reduces ADC linearity 
test cost. The algorithm takes a system identification 
approach using a segmented non-parametric model that 
captures both linear errors (mismatches, etc.) and truly 
nonlinear errors (voltage coefficients, etc.). By avoiding 
the gross inefficiencies inherent in conventional linearity 
test solutions, the new algorithm is able to reduce the 
required test data by a factor of over 100. The algorithm 
works for various types of ADCs, including SARs and 
pipelines. Simulation results and measurements against the 
gold standard servo-loop test validate the accuracy of the 
new solution. Results from multiple case studies involving 
both good and poor ADCs demonstrate that the new 
method achieved several times better precision than 
standard histogram test, while using two orders of 
magnitude less test data and hence test time.

1. Introduction
The analog-to-digital converter (ADC) is one of the 
world’s largest volume mixed-signal products [1] and 
accurate testing of high performance ADCs is a well-
known important and challenging problem facing the 
semiconductor industry. A large number of ADC 
specifications must be tested before the ADC can be 
passed to the customer. Two groups of specifications 
impose most of the test challenges. One group is related to 
the ADC’s transfer curve including integral nonlinearity 
(INL), differential nonlinearity (DNL), offset, and gain 
error. The other is related to the ADC’s spectral 
performance including total harmonic distortion (THD), 
spurious free dynamic range (SFDR), signal to noise ratio 
(SNR), and so on. Linearity test is conventionally tested by 
the histogram method using either a pure sine wave or a 
very linear triangular wave as stimulus; whereas spectral 
performance is tested by the fast Fourier transform (FFT) 
method using a pure sine wave as input [2].

The challenges and cost in accurate ADC test come from 
three requirements: 1) fast data capture; 2) precision clock 
timing; and 3) linear stimulus generation [3]. Many 
researchers have proposed various techniques to address 
various aspects of these challenges. In [4-6], new 
histogram based linearity test algorithms were introduced 
that dramatically relaxed the linearity requirement for 
stimulus generation so that 7 or 8 bit linear ramp signals 
can be used to test high resolution ADCs, achieving test

accuracy beyond 16 bits. In [7, 8], computationally 
efficient algorithms were introduced to relax one of the 
most stringent precision clock timing requirements: 
coherent sampling. Both stimulus generation and precision 
clock timing are requirements on the test equipment or the 
test interface design. They impose challenges and capital 
cost at the time of test solution development. Fortunately, 
this is a one-time cost and can be amortized over all the 
parts to be tested by the same tester throughout the years. 
However, test cost associated with data acquisition is 
recurring for each device manufactured. Therefore test cost 
due to data acquisition time on the tester is the dominant 
part of the overall test cost.

Many researchers have proposed methodologies to reduce 
ADC test time. Adamo, Attivissimo, et al. proposed 
methods to approximately estimate the low frequency 
contents of an ADC’s integral nonlinearity (INL) [9, 10]. 
Crus Serra, et al. attempted to combine large signal 
spectral testing and small signal ramp test to achieve 
overall linearity test results [11]. Yu, et al. introduced a 
system identification approach to identify the parameters 
in a pipeline ADC and then reconstruct the full code 
linearity information [12].  In [13, 14], the authors 
incorporated Kalman filtering in the standard histogram 
method and developed new ADC linearity test algorithms 
that can reduce the data acquisition time by several times. 
In [15], Kook, et al, attempted to use polynomial fitting 
and segmented measurements to test high resolution ADCs 
with low resolution DACs as excitation sources. All of 
these efforts and similar ones in the literature attempt to 
reduce linearity test time by limiting the test algorithm’s 
applicability or by sacrificing some aspects of test 
accuracy. In [16, 17], the authors introduced a new method 
for testing the ADC’s low frequency spectral performance 
from available linearity test results. This method offers 
cost savings associated with the data acquisition time for 
spectral testing without sacrificing test accuracy. In [18], 
Goyal, et al, presented a select code testing method to 
reduce the test time of SAR ADCs. In [19], design for test 
(DfT) circuits and modified adaptation algorithms are 
introduced to reduce the test time associated with 
calibrating the linear errors in Pipeline ADCs. In [20], 
Uemori, et al, used multi-tone sine wave to reduce the sine 
histogram test time to close to ramp histogram test time.

In this paper, a new algorithm is introduced for accurate 
linearity test with dramatically reduced data acquisition. 
The new method exploits the fact that the number of truly 
independent error sources contributing to linearity errors is 
dramatically smaller than the number of code bins to be 
tested in high resolution ADCs. It also removes the gross 
noise averaging inefficiency in histogram test in which 
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only samples near a particular transition voltage actually 
contribute to noise averaging for that transition voltage. In 
the proposed method, all samples on a large segment of the 
transfer curve contribute to noise averaging. This actually 
increases the effective number of noise averaging samples 
by a large factor, even though the total number of samples 
is reduced by a factor of up to 100s. This effective noise 
averaging is made possible by creative utilization of the 
highly accurate input signal, which is disregarded in the 
conventional test solutions. The knowledge of the input 
and the fact that the ADC under test is approximately 
linear allow us to shift many samples to a location where 
critical estimates need to be made. These three new 
techniques empower the new algorithm to achieve 
sufficient test accuracy, enhance measurement precision, 
and greatly reduce test time and test cost.

The new method is qualitatively different from all existing 
reduced time test strategies in that accurate INL/DNL test 
at each and every code is the target. Measurement results 
for 16 bit SAR ADCs demonstrate that the INL/DNL 
tested by the new method with 1/4 hit per code on average 
agrees remarkably well with INL/DNL tested by the gold 
standard servo loop test, at all 65K code locations. 

2. New Algorithm for Efficient ADC Linearity 
Test
ADC linearity test involves testing possible errors in the 
ADC’s input output transfer curve. Offset and gain errors 
can be tested quickly without much difficulty. However, 
full code linearity test requires testing of all transition 
voltages and the differential nonlinearity (DNL) and 
integral nonlinearity (INL) associated with these transition 
voltages. The most prevalent production test method for 
ADC linearity test is the standard histogram test, using 
either a sine wave input that has at least 10 times smaller 
distortion, or a linear ramp input that is at least 10 times 
more linear, than the ADC under test. Around the order of 
100 samples are typically used per ADC output code in 
order for the histogram method to average down the effect 
of noise inherently present in any ADC. To achieve the 
same worst case samples per code, the sine histogram test 
(SHT) would require �/2 times the total samples needed by 
the ramp histogram test (RHT), or about 57% more test 
data. On the flip side, a sine wave with sufficient purity is 
significantly easier to generate than a ramp signal with 
sufficient linearity. Hence, both methods are widely used.

As the resolution of the ADC grows, the number of output 
codes and therefore the number of INL/DNL to be tested 
grows exponentially. An n-bit ADC has 2n output codes, 2n

– 1 transition voltages, 2n – 1 INLs, and 2n – 2 DNLs to be 
tested. If H samples per code is needed for noise 
averaging, H*2n samples will be needed in RHT and an 
additional 57% more needed in SHT. For a 16 bit ADC, 
with H=64, this would lead to over 4 million samples for 
RHT and well over 6 million samples for SHT. If the ADC 
has a sampling rate of 200 KSPS, the data acquisition time 
alone would be over 20 or 30 seconds long. With multi-site 

(quad for example) testing, the effective test time will be in 
the 5 to 9 seconds range. This corresponds to a significant 
test cost. For slower ADCs, the linearity test time is even 
worse. Clearly, the number of samples required directly 
translates into test time which directly translates into test 
cost. The goal is then to dramatically reduce the number of 
samples needed for full code linearity test.

Unlike flash ADCs, high resolution ADCs always use 
architectures for which the number of ADC output codes is 
orders of magnitude more than the number of analog 
components used to build the ADC. Cyclic, SAR, two step, 
pipeline, and sigma delta ADCs are examples of such 
architectures. For example, a 16 bit SAR ADC has well 
over 65K output codes and therefore has over 65K 
INL/DNL’s that need to be tested. However, a 16 bit 
capacitor array based SAR ADC has one comparator, one 
sample and hold, less than 20 capacitors, and less than 20 
switches as its main analog circuit components. The non-
idealities (mismatches, voltage coefficients, etc) of these 
components completely determine all the errors in the 
input output transfer curve of the ADC. In another word, 
all the 65K INL/DNL errors are highly correlated and they 
are all deterministic functions of a much smaller number 
(less than 100) of independent errors (component size 
errors, parasitics, voltage coefficients, etc). If the ADC is 
fully differential, the number of analog components will 
about double, but the number of independent error sources 
remains small.

The correlated nature of the INL/DNL errors begs for a 
model based approach to ADC linearity testing. There 
have been many attempts at constructing behavioral 
models of a given architecture with linear and nonlinear 
relationships based on circuit laws for the purpose of ADC 
linearity testing. But none of these attempts have led to 
solutions with acceptable test accuracy, including some of 
the authors’ earlier work. There is an intrinsic reason why 
these approaches will not work. For any “model-able” 
error source, a good designer will find a circuit 
modification, or a calibration, to take that error out. As a 
result, in a well-designed ADC, all the model-able error 
sources have been reduced to very low levels. But these 
small errors and the various secondary error sources still 
combine to cause INL/DNL errors at levels that would 
cause ADC rejection at production test. Hence, the true 
need for production test is to catch these un-model-able 
errors. Therefore, any model based approach relying on 
circuit laws is fundamentally limited to only being able to 
catch large model-able errors and cannot be used as a 
replacement for production test of well-designed parts.

The proposed algorithm takes a fundamentally different 
approach. It does not use any circuit model and hardly use 
any information about the ADC architecture. It takes a 
perspective from production test, uses a black-box input-
output approach, and models the ADC’s INL curve with a 
“segmented non-parametric” model. The segmented non-
parametric model will be explained in the next paragraph. 
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Input output data from the ADC will be used to identify 
this model. This can be done with dramatically smaller 
number of samples than typically used in RHT or SHT. 
Once the model is identified, full code INL/DNL can be 
computed from the model.

The segmented non-parametric model is explained with the 
help of figure 1, which contains a zoomed-in portion of an 
ADC’s INL curve. The axes are intentionally not shown 
since the actual values are of no concern and may even be 
distracting. Nevertheless, the ADC’s output code goes up 
along the horizontal and the vertical levels reflect the INL 
values at each code. The red dots are points on the true 
INL curve of the ADC. The blue dots are points on the 
tested INL curve using a standard histogram test with a 
certain amount of input referred noise. The INL curve is 
broken into many MSB segments according to the MSB 
(most significant bits) value of the ADC output code. 
Within each MSB segment, the MSB code does not 
change. The average value of each MSB segment is 
marked by the pink horizontal line’s level and is denoted 
by E(CMSB), where CMSB is the MSB code value in the 
MSB segment. For example, for a 16 bit ADC, the whole 
INL curve may be broken into 64 MSB segments 
according to the values of the 6 MSB bits. Each segment is 
then numbered from CMSB = 0, 1, …, 63. This leads to 64 
error terms in the segmented non-parametric model of the 
INL curve E(0), E(1), …, E(63). Of course, the INL curve 
may be broken into different numbers of segments, such 
as, 32 segments or 128 segments.

Figure 1 Segmented non-parametric model of ADC INL

It is important to point out that absolutely no assumptions 
have been made on the ADC. Everything is based on what 
production test would see. The E(i)’s are allowed to be 
completely independent of each other, or correlated with 
each other. They may be due to linear errors (such as 
mismatch and insufficient gain) or due to nonlinear errors 
(such as voltage coefficients or code dependent parasitics) 
or due to a combination of multiple secondary errors. 
These E(i)’s will be treated like errors in flash ADCs. Any 
noticeable nonlinear shapes of the ADC INL curve will be 
captured by these E(i)’s.

Each MSB segment only contains a small portion of the 
INL curve and no MSB bit will make a transition within 
any given segment. Suppose the ADC’s architecture is 
such that regardless of which MSB segment, all the lower 
bits after the MSB bits are converted by the same lower bit 
ADC. This is the case for all ADC architectures except for 
a flash ADC. For sigma delta ADCs, the feedback nature 
makes the lower bits possibly dependent on the MSB 

values. With this assumption, the proposed algorithm 
applied to all types of ADCs other than high resolution 
flash and sigma delta ADCs. Since no one ever builds a 
high resolution flash ADC and sigma delta ADCs are 
typically assumed to be linear and not tested for full code 
INL/DNL, the new algorithm does not impose practical 
limitations. (In fact, we have run simulation with simulated 
high resolution flash ADCs and the algorithm works well.)

With the above assumption, the ADC INL curve has a 
segmented structure. Since each and every MSB segment 
is the INL curve of the lower bit ADC after the MSB, 
every segment should have the same shape, nominally. If 
the ADC’s nonlinearity spreads to the lower bit ADC 
level, each segment’s shape may slightly change according 
to the MSB values. Nevertheless, this nonlinear shape 
change will be very small, as long as the ADC is 
approximately linear and is worthy of testing. (This is the 
second time the “approximately linear” assumption is 
made. As will be seen from the algorithm, we do have a 
step to detect if the ADC is “approximately linear” and 
decide if further test is warranted.) With this, each MSB 
segment is modeled with the same inner structure, but 
allowing certain mechanisms to capture the slight gradual 
shape change from segment to segment.

The inner structure of an MSB segment can be modeled 
with the same segmented nonparametric model approach. 
In this manner, an MSB segment is further broken into ISB 
segments with “I” standing for intermediate. In doing so, 
we have introduced more error terms in the overall 
segmented nonparametric model: the average deviations of 
the ISB segments away from the MSB segment average. 
Again, these ISB deviations are allowed to have slight 
gradual changes among different MSB segments.

Although further breaking down may be carried out, our 
experience indicates that two levels of segmentation are 
sufficient. If we stop at ISB segmentation, the variations 
within each ISB segment away from the ISB average 
values are captured by the LSB code bin width errors 
(WE). With these, we can then write:

INL(C) = E(CMSB) + ECMSB(CISB) + WE(CLSB).

With the above model, it is theoretically possible to test all 
code bin errors by first identifying all the independent 
error terms in the model and then using the model to 
compute the full code INL/DNL. In the ideal noise free 
case, this can be done using only as many input output 
samples as the number of error terms in the model, which, 
for 14, 16, and 18 bit ADCs, is in the 100 to 200 range 
depending on how the segmentation is done and how much 
ISB nonlinearity is allowed. In actual testing, noise is 
inevitable and several 100 times more data will be used to 
average out the noise.

Just because it is mathematically possible, it does not mean 
that a practical solution to identify the model can be easily 
developed or is even possible. First of all, before the ADC 
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is accurately tested, we do not have true values of INL(C) 
to plug into the model to identify the E’s. Next, during test, 
we can observe the output code C but we don’t know the 
input value. Thirdly, if we use a smaller number of 
samples than the number of ADC codes, all the samples 
are spread around, and therefore no naturally “repeated” 
measurements of a quantity would be available for noise 
averaging. 

To find solutions to these issues, let us examine the 
conventional histogram test, reveal its inefficiencies, and 
use that to motivate new ideas. In Figure 2 below, the 
conventional histogram test is illustrated. A signal source 
at least 10 times more accurate than the ADC under test is 
used to generate the stimulus signal for the ADC. For each 
sampling time t, the ADC generates an output code C(t) 
corresponding to the input signal f(t). A total of H*2n

samples will be generated, but immediately these codes 
will be sorted into 2n histogram bins. The count value will 
be kept but the instantaneous values of t, C(t) and f(t) are 
discarded. These bin counts will be further processed to 
generate the INL/DNL information.

Figure 2 Conventional histogram test of ADC

Clearly, the most accurate quantity in the above set up is 
the stimulus signal f(t). However, the histogram test 
algorithm only uses the bin counts and totally disregards 
the most accurate information available. Also the 
histogram count in one bin only is used to estimate the 
DNL for that bin, and provides no help in estimating other 
quantities. Hence the noise averaging capability of these 
samples is grossly underutilized. 

The first thing we would like to do better is to make use of 
the accurate input signal. If somehow we can find out the 
expected output code of a linear ADC that shares the same 
endpoint fit line as the ADC under test, then this expected 
linear code can be subtracted from the actual ADC output 
code to generate an error signal. This can be done for each 
and every ADC output sample. The error signal reflects the 
total error made by the ADC due to nonlinearity, noise, 
and quantization. By doing so we achieve another great 
benefit: for all those input signal samples that are spread 
around in one MSB segment, that is, samples sharing the 
same MSB code but with different lower codes, the 
process of subtracting the expected linear codes effectively 
moves them to be all closely scatter around E(CMSB). This 
gives us a great boost in noise averaging capability. 

In terms of input output relationships, we can write:

Cexp – C + noise = E(CMSB) + ECMSB(CISB) + WE(CLSB).

where Cexp is the expected output code from a linear ADC 
with the same endpoint fit line as the ADC under test. 
These equations can then be used with any identification 
algorithm in order to estimate the error terms in our 
segmented nonparametric model. The optimization criteria 
for the identification algorithm is that the mismatch 
between the INL(k) predicted by the segmented model at 
those codes that appear at the actual ADC output and the 
ADC output error generated by subtracting the expected 
linear code from the actual code is minimized in some 
reasonable sense. One possible choice would be the total 
sum of mismatch squares. The block diagram of the new 
algorithm is illustrated in Figure 3.

Figure 3 Block diagram of the proposed algorithm for 
dramatically more efficient ADC linearity test

There is one more unresolved issue: how to generate the 
expected output code for an input sample that would be 
produced by a linear ADC sharing the same endpoint fit 
line as the ADC under test? This turns out to be not so 
difficult. Suppose we are using a pure sine wave as input 
for testing. A linear ADC would produce an output code 
sequence that has no harmonic distortion at all. If this 
linear ADC shares the same endpoint fit line as the ADC 
under test, the two ADC’s output will have the same offset 
and the same fundamental component. For an ideal linear 
ADC, we will let it have no quantization error and no input 
referred noise. Based on this observation, we can take the 
actual ADC’s output sequence, perform Fourier transform 
on it (via FFT), extract the DC and fundamental 
components, and construct the time domain codes. These 
will be used as the expected linear codes in figure 3.

At this point we can finally summarize the proposed 
algorithm for ADC linearity test as a flow chart given in 
figure 4. For computational efficiency of the FFT 
algorithm, we will always use a power of 2 samples. To 
ensure that FFT will generate the spectrum accurately 
without spectral leakage, we will make sure coherent 
sampling is appropriately maintained.

An important technical detail is to make sure that we only 
attempt to perform linearity test on “approximately linear” 
ADCs. This is done by checking the total power of the 
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error signal after subtracting the expected linear code from 
the actual ADC output code. If the total error power is 
significantly worse than the expected total distortion plus 
noise power, the ADC is very poor and does not warrant 
further testing. If the error power is at reasonable levels, 
then we have an “approximately linear” ADC.

Figure 4 Flow chart of the proposed ADC test algorithm

As can be seen, the total number of samples taken is M 
which could be significantly smaller than H*2n and may be 
even less than 2n. To find out how small M can be, we 
need to find out how many terms need to be identified in 
the segmented nonparametric model. If we count the 
number of E(CMSB)’s, ECmsb(CISB)’s, and WE(CLSB)’s for 14 
to 18 bit ADCs, the total number K of error terms will 
come out to be in the 100 to 200 range depending on how 
the segmentation is done. Without going into details, one 
can estimate that test uncertainty will have variance given 
by Varnew = � *K * �2 / 2M, where �2 is the total noise 
variance in the test system including noise from the source, 
ADC thermal noise, and quantization noise. The value of 
�2 can be easily computed in the second box in the 
algorithm flow chart. For example, to drive the noise rms 
value down by a factor of 8, the total number of samples 
must satisfy M > 32�*K. The right hand side is in the 
10000 to 20000 range for 14 to 18 bit ADCs. To be safe, 
we recommend at least double or triple this number. For 
comparison, the sine histogram test with H*2n samples will 
have a test result uncertainty variance given by VarSHT = �
* �2 / 2H. The ratio of variance improvement is then 
VarSHT/Varnew = M/KH. For example, if the new method 
uses M=2^16 samples with K=160 error terms, and the
standard method uses H=64 hits/code with a total of 
64*2^16 samples, the variance ratio will be M/KH = 32/5, 
meaning the test result noise band will be reduced by 2.5 
times in the new method. This will be validated by 
measurement results.

3. Simulation Results
To demonstrate the validity of the proposed method for 
ADC linearity test, we will present both simulation results 

and measurement results.  Simulation offers a distinctive 
advantage over measurement in one important aspect: the 
true INL of an ADC is precisely known in simulation so 
that the tested INL curves from various methods can be 
compared with the true INL to obtain test errors. 

Extensive simulation studies have been conducted with 
various ADC architectures, various resolution levels, and 
various linearity levels. SAR and pipeline ADCs are 
studied the most since they are the most widely used. 
SARs are particularly emphasized because of their low 
power advantage and because of the larger test cost 
savings since they are much slower than pipeline ADCs. 
We have also simulated high resolution flash ADCs even 
though they are not practical. The proposed algorithm 
worked well with all of these architectures. 

Due to space limitation, we will only include some 
simulation results for a 16 bit two step ADC with a (6 bit, 
10 bit) segmentation. Each step is modeled as a flash ADC 
with string DAC reference whose resistor values are 
randomly generated. Once the ADC is generated, each and 
every code transition voltage is found using binary search, 
similar to the standard servo loop method. From the true 
transition voltages, the true INL/DNL can be computed. 

Figure 5 Simulation results comparing the true INL of 
a 16 bit 2-step ADC against tested INL by the standard 
ramp histogram test with 128 hits/code and input noise 

rms value of 0.25 LSB

First, the ADC linearity is tested using the standard 
histogram method with a perfectly linear slow ramp input 
taking 128 samples per code. Input referred additive 
Gaussian noise was added to the ramp signal with a noise
rms value of 0.25 LSB. This is in addition to quantization 
noise. Standard histogram method was used to process the 
ADC output data to compute the tested INL. Figure 5 
shows the results. The blue dots show the true INL errors 
at each ADC output code, and the red dots show the RHT 
tested INL errors at the corresponding ADC output code. 
Note that the maximum difference over 65K codes is about 
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0.15 LSB. This agrees with the theoretical prediction based 
on the noise magnitude and the hits per code being used.

Next, the ADC linearity is tested again using the proposed 
method. In this case, a sinusoidal stimulus is applied to the 
ADC input. The signal frequency is about 1/10 of the 
Nyquist frequency of the ADC. An additive Gaussian 
noise with rms value of 0.25 LSB is also added to the 
sinusoidal signal. The signal frequency is selected so that 
coherent sampling is maintained. The sine wave amplitude 
is slightly less than half of the ADC input range to 
avoiding clipping, even in the presence of noise. 

The proposed method is applied to process the ADC output 
data. In this example, we used only one time segmentation 
in the segmented nonparametric model. Hence, we only 
have MSB segments. Within each MSB segment, all the 
inner variations are attributed to the LSB. The INL model 
used in the test algorithm does not know anything about 
the architecture of the ADC under test. To minimize the 
number of error terms to be identified, an (8 bit, 8 bit) 
segmentation is used in the INL model. Notice that this is 
different from the actual ADC architecture which has a (6 
bit, 10 bit) MSB/LSB segmentation. Since we assume that 
no truly nonlinear error will exist beyond the first 8 MSB, 
we did not use any terms to account for gradual nonlinear 
shape changes from segment to segment. As a result, we 
have 2^8 error terms for the MSB and 2^8 error terms for 
the LSB, giving a total number of independent error terms 
K = 2^8 + 2^8 = 512. To achieve the same level of noise 
averaging effect as the ramp histogram test on the previous 
page, we should use a total number of samples M = KH = 
512 * 128 = 2^16, giving an average of 1 sample per code. 
But since sine wave input is used in the new method, the 
effective number of samples is reduced by a factor of �/2. 
Based on our theory, the INL test results will have an noise 
error band around the true INL that is about (�/2)^0.5 = 
1.25 times of the noise band seen in figure 5. 

The results of the new algorithm are shown in Figure 6. 
Again the blue dots are the true INL errors and the red dots 
are the INL values tested by the proposed method. 
Comparing the results in Figure 5 and Figure 6, we 
observe that the INL test errors in both methods are at very 
similar levels. The noise band in figure 6 is indeed slightly 
larger than that in figure 5, confirming the correct 
theoretical prediction of the noise averaging capability of 
the new algorithm. Notice also that in both figure 5 and 
figure 6, the tested results (the red dots) are crowded 
around the blue dots, establishing the test accuracy of both 
the standard histogram test and the proposed test. 

To summarize, simulation results have demonstrated that 
for a 16 bit ADC, the proposed method achieved the same 
linearity test accuracy as that by the standard ramp 
histogram method. Similar levels of measurement 
precision are achieved but the new method used only less 
than 1% of test data, and hence less than 1% of test time. 
These results agree extremely well with the theoretical 
prediction. Since test cost is dominantly due to test time, 

the proposed method can potentially reduce ADC linearity 
test cost by a factor more than 100 times.

Figure 6 Simulation results comparing the true INL of 
a 16 bit 2-step ADC against tested INL by the proposed 

method with an average of only 1 hit/code and input 
noise rms value of 0.25 LSB

4. Measurement Results
In this section we will present several case studies to 
further validate the proposed method for accurate ADC 
linearity testing with greatly reduced test cost. To 
eliminate any possible concerns about the integrity of, or 
bias in, the measurement results, measurement data were 
taken by independent third parties in industry laboratories.  
We asked our contacts to test a few ADCs with industry 
standard methods. Both linearity test and spectral 
performance test were performed. No request regarding the 
resolution of the ADCs or the type of the ADCs was made. 
The only preference conveyed was that a mixture of both 
good and bad ADCs be measured. Raw data from spectral 
testing were fed to the proposed algorithm. The algorithm 
did not know the resolution or architecture of the ADCs 
being tested. Full code INL/DNL test were conducted by 
using the proposed method and using only the available 
raw data from spectral test. The tested INL/DNL using the 
proposed method is then compared against the tested 
INL/DNL using industry standard method. Due to space 
limitation, we will only provide measurement results for a 
few 16 bit SAR ADCs.

In our segmented nonparametric model for the INL curve, 
we used two time segmentation, with MSB, ISB and LSB
groups of codes. We have experimented with various 
segmentations such as 6-5-5, 6-6-4, 6-4-6, 5-6-5, 7-5-4, 
etc, with some additional terms accounting for the ISB 
shape change due to slight nonlinearity in the ISB. In all of 
these cases, the new INL test method worked about 
equally well. The total number of terms to be identified is 
about 160. Based on our theory, this should allow us to 
further reduce the total number of samples as compared to 
what was used in simulation in the last section. This will 
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be verified by the measurement results, but we will do the 
reduction gradually, staring from 65K samples, to 32K 
samples, and to 16K samples.

In the first case study, a good 16 bit SAR ADC was used. 
We compare the INL test results from the new algorithm 
against those from ramp histogram test. The RHT was 
carried out on a mixed-signal ATE equipped with 20 bit 
linear DACs to generate linear triangular wave stimulus 
signals. 64 hits per code were used, requiring a total of 4.2 
million samples. With a sampling rate of 250 KSPS, this 
corresponds to 16.8 seconds of data acquisition time for 
the RHT. The RHT tested INL values are represented by 
the blue dots in Figure 7. 

From the spectral test results, the total input referred noise 
has an rms value of about 0.65 LSB. With 64 hits per code, 
the RHT INL test results have a measurement uncertainty 
with rms value of 0.08 LSB, giving a 3 sigma noise band 
of +– 1/4 LSB.

Figure 7. Measurement results comparing the INL of a 
16 bit SAR ADC by the ramp histogram method with

64 hits/code against INL by the proposed method using 
an average of 1 hit/code. True INL is unknown and 

input referred noise rms is 0.65 LSB.

For comparison, the proposed INL test algorithm is applied 
to a set of ADC output data coherently sampled from a
pure sine wave input with peak to peak values slightly less 
than the ADC’s full input range. A total of 2^16, or 65K, 
samples were used. After running the new algorithm, the 
tested INL values were plotted in the same graph in figure 
7 as the red dots. Notice how the red curve lies right near 
the center of the blue curve’s noise band. This is a clear 
indication that both results have the same accuracy, but the 
red has better precision. From the example numbers used 
at the end of section two, the test results from the new 
algorithm has a measurement uncertainty of rms value of 
0.03 LSB and a 3 sigma noise band of +– 0.1 LSB. A 
visual inspection of figure 7 provides a quick confirmation 
of the theoretical prediction.

As a second case study, a marginally good 16 bit SAR 
ADC was used. In this case, we compare against sine wave 
histogram test. The standard linearity test was carried out 
with 128 samples per code using a total of 2^23 samples. 
Standard spectral testing was also carried out with 2^15 
samples, averaging 0.5 sample per code, with coherent 
sampling. Since in the ideal coherent sine wave testing, if a 
code is hit, it will be hit twice, the total data collection of 
2^15 samples will only hit fewer than 1/4 of the ADC 
output codes. Nevertheless, these samples are sufficient for 
the proposed new algorithm to provide an accurate test of 
the entire ADC output codes.

The 2^15 raw samples of the ADC output from spectral 
testing was fed to the proposed algorithm. Both spectral 
performance and linearity performance were tested in the 
new algorithm. The total effective input noise, including 
quantization noise, was determined to have an rms value of 
0.63 LSB. The input sine signal’s amplitude, frequency, 
initial phase, and offset were accurately computed. This 
information was used to determine the expected output 
value from a linear ADC. The difference between the 
actual output codes and the expected linear output codes 
are processed by the new algorithm with the tested INL 
values shown as the red scatter plot in Figure 8 below.

Figure 8 Measurement results comparing the INL of a 
16 bit SAR ADC by the standard histogram method 

with 128 hits/code against INL by the proposed method 
using spectral test data that has about 0.5 hit/code. True 

INL is unknown and input referred noise is unknown

For comparison, the tested INL of the same ADC using 
SHT was also plotted in the same figure as the blue scatter 
plot. Notice that the SHT used 256 times more data than 
what were used in the proposed method. Notice again that 
the red graph lies near the center of the blue graph, 
indicating that both sets of test results have the same 
accuracy and the red has a little bit better precision as the 
red noise band is narrower than the blue. If we follow the 
theoretical derivation, we would predict that the red noise 
band is 1.25 times narrower than the blue. A visual 
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judgment provides a quick confirmation of the theoretical 
prediction.

In both case studies, a quick visual inspection of the INL 
plots indicates that the measurement uncertainty bands 
have widths closely matching the values predicted by 
theory. The ratio of the noise band width of the new 
algorithm to that of the standard histogram test also 
matches the theoretical prediction. However, since these 
are measurement results, the true measurement uncertainty 
is unknown. Nevertheless, we can use repeatability of the 
test results as an estimate of the measurement uncertainty. 
To this end, the device in the first case study was tested 
again on a different day using both the new algorithm and 
the histogram test. Results from the two INL tests using 
the new algorithm are subtracted and the difference is 
shown in the top graph of Figure 9. Clearly the difference 
is mostly limited to within +-0.1 LSB and for a few codes 
reaches -0.14 LSB. This is very close to the uncertain 
prediction by the theory. Results from the two histogram 
tests are also subtracted and the difference is shown in the 
lower graph of Figure 9. It can be seen, the noise band is 
about 3 times wider than the top graph. This proves that 
the new algorithm produced INL test results that are 
significantly more repeatable while using 64 times less 
data than the standard histogram test.

Figure 9 Measurement results comparing the INL of a 
16 bit SAR ADC by the standard histogram method 

with 128 hits/code against INL by the proposed method 
using spectral test data that has about 0.5 hit/code. True 

INL is unknown and input referred noise is unknown

Till now, measurement results have shown that with 64 to 
256 times less data, the new algorithm was able to produce 
INL test results that are of similar accuracy to the standard 
histogram test, but with better or significantly better 
precision. But accuracy for both methods could be bad 
simultaneously since true INL is unknown. To establish 
test accuracy, further case studies were conducted against 
the gold standard servo loop testing. Due to space 
limitation, we will present one set of case study results.

Shown below in Figure 10 are both INL plot (top) and 
DNL plot (bottom) in blue for a 16 bit SAR ADC, as tested 
by the gold standard servo loop test. Overlaying on the 
same graphs are the INL plot and DNL plot in red as tested 
by the proposed new algorithm. The servo loop took over 
18 minutes to complete the test, while the new algorithm 
used only 16K data taking less than 0.1 sec. Note that the 
match between the two methods is excellent. 

In Figure 11, a zoomed-in view is provided for the same 
INL/DNL plots near output code 1000. They clearly show 
code-for-code match between the servo-loop test results 
and the proposed method results. This demonstrates the 
new algorithm’s ability to produce highly accurate test 
results for full code testing of both INL and DNL with the 
number of samples as small as 1/4 the number of codes. 

Figure 10 Comparison of tested INL/DNL values of a 16 
bit SAR ADC from the new algorithm using only 16K 

samples against those from the gold standard servo loop 
test. Though not shown, zoomed-in views demonstrate 
excellent code-for-code match in both INL and DNL.

Figure 11 A zoomed-in view of the INL/DNL plot near the 
first MSB transition, showing excellent code for match

5.    Limitations
The proposed method is intended for static linearity test of 
high resolution ADCs whose architecture naturally 
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facilitates a segmented structure of its INL/DNL curve. It 
is not intended for flash ADCs which are low resolution 
and do not have a segmented structure. It is not intended 
for delta sigma ADCs which do not have a segmented 
structure, even though they are high resolution. Even for 
ADCs with a segmented structure such as pipeline, when 
the resolution is below 12 bits, the ratio of number of 
transition voltages to number of error parameters in the 
model becomes low, and the proposed method does not 
offer any advantage to histogram test. 

Occasionally, some people talk about “high frequency 
INL” or “dynamic INL/DNL”. Regardless the exact 
meaning, the proposed method is not intended for 
capturing such errors. Only errors observable with 
repeatability under low frequency excitations are captured 
by the proposed method. Isolated code errors (sparkle) that 
happen at peculiar bit combinations are not identified as 
transfer curve errors.

The proposed algorithm offers significantly better noise 
averaging capability as compared to histogram test. 
However, this superior noise reduction is limited to true 
noise. For example, if the ADC’s last few LSB bits makes 
systematic errors, they may appear like noise, but they 
cannot be averaged out. As another example, the so-called 
quantization noise is actually not noise and by itself cannot 
be averaged out. For such kind of non-noise errors, 
additional tricks must be used to either measure and cancel 
them systematically, or “whiten” then so that they can be 
averaged out.

6.    Discussion
The limitation to higher resolution ADCs is not a 
significant one since test time for low resolution ADCs is 
very short and there is no material gain even if it can be 
reduced. High resolution delta sigma ADCs are never 
tested for full code INL/DNL. Hence, the new method is 
not more restrictive than the standard histogram test. 
However, it would be great if a method can be developed 
to allow linearity test of delta sigma ADCs beyond the 
couple handful codes that they are typically tested. The 
proposed method may have opened up a possible direction 
toward fuller coverage linearity test for delta sigma ADCs.

Because of the dramatically reduced test time, the new 
method offers new pathways towards ADC calibration and 
trimming based on full code INL/DNL test. Such 
calibration and trimming can be optimized to reduce the 
after-trimming linearity to the minimum possible level. In 
contrast, the local measurement based calibration and 
trimming prevalent in the literature and in industry will 
inevitably suffer from cumulative errors and lead to less 
than optimal performance.

Although the goal of reducing test time at final production 
test is what has driven the algorithm development, but the 
method applies equally well at characterization test. Since 
characterization is very thorough involving many repeated 
tested at various conditions, the new method can 

significantly cut down the characterization time. Since 
characterization time is engineering time, its per unit cost 
is much more significant. Furthermore, faster 
characterization also leads to faster time to market.

7. Conclusions
In the standard histogram method for ADC linearity test, a 
large number of samples per code must be used to average 
down the effect of measurement noise, leading to long test 
time and high test cost, especially for higher resolution 
ADCs. The new algorithm presented in this paper uses 
three highly effective techniques to greatly improve the 
efficiency in ADC linearity test: 1) taking advantage of a 
very accurate input signal to generate expected output by a 
linear ADC, 2) making all samples contribute linearly to 
noise averaging, 3) exploiting the highly dependent nature 
of code bin width in high resolution ADCs. These 
techniques enable efficient identification of a segmented 
non-parametric model of the ADC INL curve. From the 
identified model, full code INL/DNL values can be easily 
computed. This leads to greatly improved noise averaging 
efficiency, dramatically reduced number of samples 
required, and dramatically reduced test time and test cost 
for high resolution ADC linearity test.

In controlled simulation studies where the true ADC 
nonlinearity and measurement noise are available for 
comparison, the proposed method shows noise suppression 
capability far more superior to that of the standard 
histogram method. Data acquisition time can be reduced 
by a factor of several hundreds. 

Measurement results in multiple case studies demonstrated 
that the proposed method can achieve similar test accuracy 
and better test precision than the standard histogram 
method, using up to 256 times less data acquisition. 
Comparison against servo loop test demonstrates the test 
accuracy of the new method. 

8. Acknowledgements
The authors would like thank our industry contacts L. Jin, 
L. Dryer, and D. Heron for their help with collecting the 
measurement data. 

9. References
[1] International Technology Roadmap for 

Semiconductors, 2011 edition, [Online]. Available: 
http://public.itrs.net

[2] IEEE Standard for Terminology and Test Methods for 
Analog-to-Digital Converters, IEEE Std. 1241-2000, 
Dec. 2000.

[3] T. Kuyel, “Linearity Testing Issues Of Analog To 
Digital Converters,” ITC International Test 
Conference, pp. 747-756, 1999.

[4] L. Jin, et al, “Accurate Testing of Analog-to-Digital 
Converters Using Low Linearity Signals With 
Stimulus Error Identification and Removal,” IEEE 



Paper 10.2                                   INTERNATIONAL TEST CONFERENCE                                        
10

Trans. On Instrumentation And Measurement, Vol. 
54, No. 3, pp. 1188-1199, June 2005.

[5] L. Jin, et al, “SEIR Linearity Testing of Precision A/D 
Converters in Nonstationary Environments With 
Center-Symmetric Interleaving,” IEEE Transactions 
On Instrumentation And Measurement, Vol. 56, No. 5, 
pp. 1776-1785, October 2007.

[6] L. Jin, et al, “Code-Density Test of Analog-to-Digital 
Converters Using Single Low-Linearity Stimulus 
Signal,” IEEE Transactions on Instrumentation and 
Measurement, Vol. 58, No. 8, Pp. 2679-2685, August 
2009.

[7] Z. Yu, et al, “A Computationally Efficient Method for 
Accurate Spectral Testing without Requiring Coherent 
Sampling,” International Test Conference, Charlotte, 
NC, pp. 1398-1407, Oct. 2004.

[8] M. Wu and D. Chen, “A Faster and Accurate Method 
for Spectral Testing Applicable to Noncoherent Data”, 
Proceedings IEEE National aerospace & Electronics 
Conference, pp.1-6, 2010. 

[9] F. Adamo, et al, “FFT Test of A/D Converters to 
Determine the Integral Nonlinearity,” IEEE Trans. On 
Instrumentation and Measurement, Vol. 51, No. 5, pp. 
1050-1054, October 2002.

[10] F. Attivissimo, et al, “INL reconstruction of A/D 
converters via parametric spectral estimation,” IEEE 
Trans. Instrum. Meas., vol. 53, no. 4, pp. 940–946, 
Aug. 2004.

[11] A. Cruz Serra, et al, “Combined Spectral and 
Histogram Analysis for Fast ADC Testing,” IEEE 
Transactions On Instrumentation And Measurement, 
Vol. 54, No. 4, pp. 1617-1623, August 2005.

[12] Z. Yu, et al, “Pipeline ADC Linearity Testing with 
Dramatically Reduced Data Capture Time,” 

Proceedings of IEEE International Symposium on 
Circuits and Systems, pp. 792-795, 2005. 

[13] L. Jin, et el, “Linearity Test of A/D Converters Using 
Kalman Filtering”, IEEE International Test 
Conference, Paper 28.3, Santa Clara, CA, pp. 1-9, Oct. 
2006.

[14] B. Vasan, et al, “Linearity Testing of ADCs Using 
Low Linearity Stimulus and Kalman Filtering,” IEEE 
International Symposium on Circuits and System, pp. 
3032-3035, June 2010.

[15] S. Kook, et al, “Low-Resolution DAC-Driven 
Linearity Testing of Higher Resolution ADCs Using 
Polynomial Fitting Measurements,” to appear in IEEE 
Transactions On Very Large Scale Integration (VLSI) 
Systems, 2012.

[16] J. Duan, et al, “A New Method for Estimating 
Spectral Performance of ADC from INL,” 
International Test Conference, Nov, 2010.

[17] J. Duan, et al, “INL Based Dynamic Performance 
Estimation for ADC BIST,” IEEE International 
Symposium on Circuits and System, pp. 3028-3031, 
June 2010.

[18] S. Goyal, et al, “Test Time Reduction of Successive 
Approximation Register A/D Converter By Selective 
Code Measurement,” International Test Conference, 
Nov, 2005. 

[19] H. Chang, et al, “Calibration and Testing Time 
Reduction Techniques for a Digitally-Calibrated 
Pipelined ADC,” VLSI Test Symposium, 2009.

[20] S. Uemori, et al, “ADC linearity test signal generation 
algorithm,” IEEE Asia Pacific Conference on Circuits 
and Systems (APCCAS), 2010.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 1
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /SABAEN44
    /SAKURAalp
    /Shruti
    /SimSun
    /STSong
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


